
 

Visualization for a demonstration of OOV detection 

 

Confidence measures and classifying techniques are widely used for the recognition error 

detection task in LVCSR (Large Vocabulary Continuous Speech Recognition). But in many 

recognition scenarios the amount of words not included in the dictionary (e.g. real names, 

neologisms) lead to so-called OOV (Out Of Vocabulary) errors which increase the WER (Word 

Error Rate) even more. 

We investigate further improvements of an OOV detection task performed by combining strong 

and weak phone posterior features using neural networks based on [ICASSP08] and the use of 

phone context. 

The reason why OOV words usually decrease overall performance so badly is that LVCSR 

systems commonly operate on N-Gram based Language Models. Those spread the error due to 

their contextual nature to previous and following words. Therefore a well-performing OOV 

detection seems promising for helping to improve existing LVCSR systems. 

One approach to detect OOV words can be done by watching the distribution of frame-by-frame 

phone posteriors [ICASSP08]. 
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