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Abstract:

When an instance of a new object class appears for the first time, how are we to know 
what to do with it? The first problem is to identify the new example as a new class, 
which is the problem we focus on in this paper. We propose to identify novel sub-
classes based on the discrepancy between two classifiers, a general level classifier 
which identifies the new example (e.g., it is a dog), and a specific classifier which 
rejects the new example (e.g., it is not any known dog breed). The classifiers are 
based on a hierarchical representation of the data, and correspond to adjacent levels 
of description in the hierarchy. An apparent advantage of this approach over 
traditional approaches to novelty detection, is that it relies on positive evidence from 
a general classifier, in conjunction with negative evidence from specific classifiers. In 
addition, the hierarchical structure enables us to construct a discriminative classifier, 
which often results in improved performance. We demonstrate the success of our 
approach on 3 datasets, two of them taken from standard benchmark databases of 
visual object classes.
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