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Abstract

In this contribution different microphone array-basedseaieduction schemes for hearing
aids are suggested and compared in terms of their perfoamaigmal quality and robustness
against model errors. The algorithms all have binauraldwdpd are evaluated using objec-
tive perceptual quality measures [L7] 18, 21]. It has beewslearlier that these measures
are able to predict subjective data that is relevant for #sessment of noise reduction al-
gorithms. The quality measures showed clearly that fixedhb@aners designed with head
models were relatively robust against steering errors gdwefor the adaptive beamformers
tested in this study the robustness was limited and the eahedito higher noise reduc-
tion depended on the noise scenario and the reliability dfection of arrival estimation.
Furthermore, binaural cue distortions introduced by tHiemint binaural output strategies
could be identified by the binaural speech intelligibiliteasure([2[1] even in case monaural
quality values were similar. Thus, this perceptual qualityasure seems to be suitable to
discover the benefit that the listener might have from thecetf spatial unmasking.
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1 Introduction

In modern hearing aids multi-channel noise reduction sesebased on small microphone arrays are
used for speech enhancement. These algorithms explop#talsconfiguration of the interfering signals
and therefore generally lead to less signal distortion aglaen noise reduction than single-channel enve-
lope filters. The human ability to separate sound sourcesanmgolex situation, namely the cocktail-party
effect, partly arises from the use of binaural localizatoies. If binaural information is lost or distorted
by the processing, the hearing impaired listener may notemesle of the effect of spatial unmasking
as efficiently as in the undistorted binaural condition. Trtelligibility improvement introduced by a
spatial filter is counteracted by the decrease due to theiaketied efficiency of the spatial unmasking in
this case. Although bilateral supply with hearing aids igigabed by a better directional-hearing ability,
it has been shown in[1] that binaural cues are distorteceitiaring aids at the left and right ears work
independently. Therefore, researchers have suggestedpinane array based binaural spatial filtering
techniquesl([2,13,14,/5] that assume a connection betweeefthanid right hearing aid. In this study we
analyzed fixed and adaptive beamformer algorithms, thdbia priori knowledge about array posi-
tion, wave propagation and direction of arrival as theseng|ebe slowly varying parameters that can be
estimated and used for the adaptation of the algorithmerrmtion about the voice activity which might
also be helpful for noise estimation was not used here. Thmfmmers that were calculated using the
constrained minimum variance distortionless response@RYdesign[[6] had single channel outputs
that were extended by a binaural stage. Three differertegies for generating a binaural output have
been applied and evaluated by perceptual measures. Fudherthe robustness of fixed and adaptive
beamformers using different propagation models has besgzat against steering error, array position
and head-size mismatch by appropriate perceptual quaéigsores.

2 Acoustical Setup

Figure[1 shows schematically the acoustical setup and thedicate system used for defining micro-
phone positions and sound source directions. 6-channglsigl/ = 6) have been recorded from two
3-channel behind-the-ear (BTE) hearing aid shells (Siendeuris) mounted on a Briiel & Kjeer (B&K)
head and torso simulator (HATS). The impulse responseg {tRall microphones have been measured
with this setup in an anechoic room for azimuth directiofAis80° in 5° steps at an elevation 6f (hori-
zonal plane). In the following these are referred to as Gwobbhead related transfer functions (HRTFS)
in the frequency domain that include head-shadow and diftna effects, and the characteristics of
the microphones. Similarly, HRTFs have been measured irffao@ @nvironment (reverberation time
760 = 300 ms). Directional target speech and interfering noise ssymeere calculated by filtering
source signals with these HRTFs. In addition, real-worldrenmental noise has been recorded in a
cafeteria and in an office room. Furthermore, an artificitilde noise has been generated by filtering a
speech-colored random noise with the anechoic HRTFs frbdiraktions and summing up all filtered
noise signals. This signal simulates a cylindrical 2Df@piC noise field. From the database of 6-channel
directional speech and noise signals various mixtures haege calculated for different signal-to-noise
ratios (SNRs). For condition 1) the input signal was comgosem two directional signals filtered
with HRTFs (target and interferer froB0° (front-left) and—135° (back-right) azimuth, respectively)
and mixed with the recorded cafeteria noise to generaterato@aalistic scenario. For condition 2) we
used only one directional signal (speaker from @6ft)) mixed with an artificial diffuse noise. The 30
direction was chosen because it is asymmetric to the arrdytiers a more general assessment of the
beamformers properties than a fixédi@ok direction.

3 Algorithm

Figure[2 shows the block diagram of the noise reduction sehehich will be described in the follow-
ing. Note that the algorithm is not limited to the 6-chanretlg used here but applies to any M-channel
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Figure 1: Acoustical setup: Two linear microphone arragsnaounted bilaterally on a B&K HATS. Each
array consists of 3 hearing aid microphones mounted in argeard shell with a distance of
ca.8 mm. The frontal direction is the x-axis which is equal to aimazh angled = 0° and an
elevation angle> = 90°.

microphone array mounted near to a head. Throughout the,pagmors and matrices are printed in
boldface, scalars in italicst denotes the timey the radian frequency and k the block-index. The su-
perscripts’, * and? denote the transposition, the complex conjugation and treniian transposition,
respectively.

3.1 Signal model

The multi-channel signat(t) = [zo(t), z1(t),...,zp—_1(t)]T (Fig. [dI2) is assumed to be a mix of
the directional signak(t) and a noise signat(¢). In the frequency domain the signal model can be
formulated as

X(w, k) = ds(w)S(w,k)+N(w,k) 1)
S(w,k)

where the capital letters denote the time-frequency toanmsdd signals ofc, s, andn calculated by a
short time Fourier transform (STFT). The propagation vedg(w) = d(w,fs, ¢s) is the vector of
transfer functions between the source sigsi@b) and the signal vecto$ (w) observed at the sensors. In
general, the propagation vector for a signal source comimm the azimuth anglé and the elevation
angle¢ is

d(w797¢) = [dO(w797¢)7d1(w797¢)7"' 7d1\/[—1(w707¢)]T (2)
where the transfer function to a microphane 0... M — 1is
di(w,0,9) = ai(w,0,¢)e W00 (3)

with the amplitude spectrum;(w, 0, ¢) and the group-delay;(w, 6, ¢).

3.2 Beamformer

A fixed filter-and-sum beamformer can be designed in the ragu domain to produce a monaural
output that contains less noise energy than the multi-alanput signalX by

M-1
Yiw k) = > Wiw)Xiw,k) =W (w)X(w,k). (4)
=0
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Figure 2: Multi-channel beamformer system with binauraipott W is the fixed beamformer filter,
B denotes the blocking matrid , is the adaptive filter, andi, is the filter that generates a
binaural output from the reference microphone sigdéi$= X;) and X3(= Xpy) at the left
and right ear.

The optimal filterW can be calculated by the well-known Minimum Variance Ditoiess Response
(MVDR) solution [6]:

W(w,0,¢) = (5)

(I>NN_1 (w)d(wa 97 (b)
d?(w,0,0)® NN Hw)d(w, 6, P)

where® nn ! denotes the inverse noise correlation matrix which is dised il 3.412.

The fixed beamformer can be extended by an adaptive noiselation path which consists of a
delay- (and amplitude-) compensation step, denoted by dlay @ompensation vectagr, followed by
a blocking matrixB (producing the noise referenc€’) and an a multi-channel Wiener filter that is
adapted to cancel out noise components K&andY; have in common. The (element-wise) Hadamard
product of the delay compensation vecgoand the propagation vectakshould result in a zero-delay
vector with amplitudd.:

ped = 1=[1,...,1]" (6)
Thus,p is defined by

dO*(w797¢) dl*(w707¢) dM—l*(w797¢) 4
|d0(w7 97 ¢)|2 ’ |d1(w7 97 ¢)|2 T |d1\/f—1(w7 97 ¢)|2

and the blocking matrix (which isf@/ — 1 x M] - subtraction matrix) i [6]

p(w,0,9)

(7)

1 -1 0 0 ... 0
0O 0 0 0 ... 0

B = | . . . . .. (8)
0 0 0 1 -1

the noise reference matriX’ at the output of the blocking matrix is:
X'(w, k) = B(p(w,0,¢)e X(w,k)) 9)
The multi-channel Wiener filter is designed with

H,(w) = ®xx '(w)®xy; (W) (10)



where the PSD-matri® x- x» and the cross-PSD row vectdrx-y, denote expectation values defined
by

Pxix(w) = B {X’(w)X’H (w)} (11)

In practice,® x- x» and® xy; are calculated by recursively averaging instantaneous-tihe spectra:
®xr x1(w, k) = a® xrx0 (w, k — 1) + (1 — a) X (w, k) X (w, k) (13)
P x1y; (W, k) = a®xry; (w b — 1) + (1 — a) X' (w, k)Y (w, k) (14)

Therefore, also the filteH , is slowly varying over time and the noise estimate of the adaypath,Y,
is calculated by

Yo(w,k) = H[(w,k)X'(w,k) (15)

which then can be subtracted from the fixed beamformer osiptihat we get the monaural output of
the Generalized Sidelobe Canceller (GSC):

Z(w k) = Yf(w7k) — Yy (w, k) (16)

In summary, we get the monaural outputs of the two beamfotypess:
fixed: Z(w,k) = Yi(w, k) =W (W)X (w,k) (17)
adaptive:  Z(w, k) = WH(W)X(w, k) — HE (W) X' (w, k) (18)

Thus, the difference between fixed and adaptive beamfororaists of an additional noise subtraction
path which can be added to the fixed beamformer. Note, thatrtpmal GSC|[7] uses a standard delay-
and-sum (D&S) beamformer in the fixed processing path, vélsevee use an arbitrary superdirective
design here, which is discussed below.

3.3 Binaural output
The output can be extended to a binaural signal with left atd output signal,;, andY,r
Yo(w, k) = [Yor(w, k), Yor (w, k)] (19)

with different strategies.

3.3.1 Target signal phase reconstruction

The simplest solution might be to reconstruct the phase amlitade response of the target signal by
multiplying the monaural output with the propagation caidfintsdy,, dr that relate to the reference
microphones (denoted ag andx in Fig.[1) at the left and right hearing aid array, respetyive

}/E)L(w7k) = dL(w797¢)Z(w7k) (20)
%R(w7k) = dR(w,H,qﬁ)Z(w,k) (21)
However, this can only reconstruct the gross magnitude aadepcharacteristic of the target signal that

is included in the assumed propagation model whereas tletaihinformation of the interfering noise
signal is lost.



3.3.2 Binaural post-filter

A method to preserve the phase of both, signal and noise,eegdlized according t0[2] by applying a
real-valued time-varying post-filter to the reference mjtrone signals(;, Xr:

(|d(w,0,0)* + |dr(w,0,9)|?) zz(w, k)

i k) = Cx,x, (W, k) + Pxpxp (w, K) (22)
Yor(w k) = Hy(w, k)Xr(w) (23)
Yor(w k) = Hp(w, k)Xgr(w) (24)

®77,Px, x, and®x,x, denote the power spectral density estimates for the signals;, Xz, re-
spectively. In practice, these can be estimated by re@lysamoothing instantaneous signal powers.
The binaural post-filter can be interpreted as a singlefoflagnvelope Wiener filter applied to both ref-
erence channelX’;, X . Additional gain rules known from single channel noise & systems can
be applied here.

3.3.3 Bilateral Beamformer

To investigate the behavior of two independently workingaiaeral beamformer$¥V, (left) and Wgr
(right), the system depicted in Figurke 2 can be split into s$wbarrays wher&X ;, = [ X, Xo, ... Xa/—2]
denotes the signal matrix of the left subarray using the -enmenbered microphones anlg =
[X1, X3,... Xy—1] denotes the signal of the right subarray using the odd-ntedbenicrophones.
X1, X} are defined according t61(9) but for shorter blocking masriaad delay compensation vec-
torspr, pr, respectively.

Yir(w,k) = Zp(w,k) = W5 ()X (w, k) — H] (0) X 1(w, k) (25)
Yir(w,k) = Zr(w,k) = WR" (W) X g(w, k) — HJ (w) X' g(w, k) (26)

The subarrays do not need to be restricted to one side butsgaany combination of microphones
from both sides if a connection between the bilateral areeysts. In the case of a complete bilaterally
connected system every filter gets the compldtehannel information. However, in this case additional
constraints have to be included into the beamformer desigattially reconstruct the binaural informa-
tion of the target and noise signal. A detailed analysis @h @iinaural systems for two microphones can
be found in[5] and for six microphones inl [8].

In summary, three different methods that produce a binautplut can be distinguished. In the follow-
ing, the signal phase reconstruction method is denotedibs BR), the binaural post-filter as (BIN_PF),
and the bilateral system using only the left (respectivadyt) subarray is denoted as (BIN_BL).

3.4 Influence of different propagation models on the beamfaner design

The fixed beamformer coefficients given by (5) ideally redacwise field with the correlation matrix
&y under the constraint of an undistorted signal responsedrdésired look direction. The more
exactly® y is known, the higher is the noise reduction performance. alizence of distortion for the
MVDR beamformer, however, is only given if the propagationdal d used for the beamformer design
and the true signal wave propagation veelgrperfectly match. In general, the exact transfer functions
dg are unknown and several assumptions about the wave propagatist be made. The influences of
the exactness of the propagation model on the beamformiarpemce are discussed below.

3.4.1 Propagation vector

All effects could be perfectly integrated into the beamferrdesign if the transfer functionés could
be measured in the situation of interest, including the roeesponse, the head-shadow and diffraction

a superposition of many unknown noise signals



effects, and the microphone characteristics. Howevers@mating the room response for a given target
signal is not feasible under realistic conditions the sddoest solution is measuring the anechoic transfer
functions of the system including the head-influences amdnticrophone characteristics. It may be
useful for the beamformer design to normalize the measuredhmic HRTFs to the transfer function of
a left/right reference microphone for the target directign= 0° [9], because the aim is not to reconstruct
the targetS itself but its corresponding signals observed at the tweregfce microphones at the left and
right ear. To establish a reference propagation model thesmalized HRTFs are directly used as a
propagation vectod in (). This model will be referred to as HRTF in the following

If the anechoic HRTF is not available, the gross head-shadwhidiffraction effects can be modeled
by the wave propagation observed on a rigid spHherg [10, Ht]h&ad-models, botl, and7; in (@) are
angle and frequency dependent. In general, it is assumeththéarget source is approximately in the
horizontal plane, i.egs =~ 90°. Therefore, the elevation angfge; will be disregarded in the following
for the head-related wave propagation models used in thi/stThe first head model (HM1) by [11]
is a simple and effective parametric model that estimatestiaracteristics of a sphere. The interaural
time difference (ITD) cues are modeled by Woodworth and &tydrg’s frequency independent (ray-
tracing) formula. The gross magnitude characteristice®@HRTF spectrum, namely the interaural level
difference (ILD) cues, are covered by a single-pole, sizgie® head-shadow filter which also accounts
for an additional frequency dependent delay at low freqigsncFor each microphone of the array an
angle of a ray from the center of the sphere to the microplfpne= 0... M — 1, can be calculated.
Choosing the angle to the desired sound sodgcand some additional model parameters (e.g. sphere
radiusr = 8.2 cm, speed of sound, fitting parametets;,, 0.:», See [11]), the transfer function is
calculated by

d(w,0s) = [Huw(w,0s,00, params), ..., Hya(w, 05, 01, params)]” (27)

The second head model (HM2) |10] additionally incorporakesdistance of the source for modeling
near-field effects and interference effects that introdipgaes in the response that are quite prominent on
the shadowed side. It is numerically calculated by a reearaligorithm given in[[10]. The propagation
vector is built similar to HM1[(2]7)

The far-field assumption implies that all microphosesthe target sound wave arriving from the same
angles {s, ¢s) as a planar wave. Additionally assuming free-field (FF), ne objects inside the sound
wave path and a unity microphone respoage, 6, ¢) = 1, V(w, 6, ¢, i), the propagation coefficieritl(3)
simplifies to

d(w,0s,5) = e—ijoo(Gs,qﬁs)’ . e—ijOMﬂ(@s,(bs)]T (28)

where7y; is a constant group delay measured between a referencepimicre0 and microphone.
The group delay can easily be calculated based on the mmnephrray geometry wheilg; is the
vector difference between a reference microphoa@&d the microphong c is the speed of sound, and
er(0s, og) = [sin(fs) cos(ps), sin(As) sin(pg), cos(¢g)]” is the unit vector in target direction:

T
10i(0s, ¢s) = M (29)

Thus, under the FF assumption the beamformer can be dedigoadng the relative microphone posi-
tions and the direction of the target signal.

3.4.2 Noise correlation matrix

Thenormalizedcross power spectral density matrix of the noise is defined as

gNoNo Ewg gNONl Ewg gNONN171Ew§
1 N No\W NNy (W N{Na_ (W
San(w) = — 1'0 1'1 1 1v.1 1 (30)
Oy (w) : : : :
PNy N (w) PNy N (W) ... <I>N1VI—1N1VI—1(W)



where the normalization factap v (w) forces the trace of nn to equalM. In the MVDR beam-
former equation[(5) the inverse of the noise correlatiorrixa® ', can be interpreted as a decorre-
lation of the noise components includedXh The simplest noise model makes the assumption that the
noise is already uncorrelated, i.e. no further decor@tais needed, and therefore it has a correlation
matrix

PNNw)=®nyny = I=dnN ! (31)

The optimal MVDR beamformer design for uncorrelated nosads to a delay-and-sum (D&S)-
beamformer (akaconventionabeamformer):

d(w) d(w) 1 .
& ()d(@) =S @) Md(w), a;(w) =1Vi (32)
By summing up uncorrelated noise and correlated signal ocoewmts the theoretical SNRE is
10logo(M) dB, i.e.,~ 7.8dB for M = 6 Microphones. However, natural sound sources in general
are spatially correlated and this knowledge can be usedsigrisuperdirectivebeamformers that have
a higher directivity compared to conventional beamformespecially for low frequencies. The corre-
lation function of the noise depends on the frequency anditance of the microphones. It can either
be measured by long-term averaging the cross spectraltidsnBiy, x, between the microphonesk
during speech pauses, or estimated by using the same sapapption model that is used fdr which
is shown in the following. The cross-spectral density ofgnal () arriving from azimuth anglé as
observed between the microphoriesdk is

W (w)

xix, (@, 0) = E{Q)di(w,0)Q"(w)dy(w,0)} (33)
= q)QQ(w)di(w7 H)dlt(w7 ) (34)
= Doo(w)ai(w,)ay(w, §)el< @) =mw.0) (35)

The noise cross-correlation matrix of all noise sourcesbeanalculated as the sum of individual noise
cross spectral densities arriving from different azimuteationsé,:

q)NiNk(w) = Z(I)XiXk(w79v) (36)
0y

If the directions of individual noise sourcésare unknown (which is mostly the case) the assumption
of homogenously distributed sources is often made. Twacalyi used noise characteristics can be
distinguished: 2D- or cylindrical isotropic noise whicheisuitable model for rooms with comparatively
high damping of ceiling and floor and 3D-isotropic diffusenoise which is a model for noise sources
homogenously distributed on a sphere, i.e., no prefermegttiliity. For free-field assumptions the noise
models can be calculated analytically by solving the irdegwer an infinite number of noise sources
from all directions. The characteristic of cylindrical ismpic noise is:

Cc

q)NiNk(w) = JO (wll—k> (37)

where Jy is the zero-oder Bessel function of the first kirigl, the distance between the microphones
1 andk andc the speed of sound. Beamformers using this noise model iy a2 modified for an
optimal front-to-back ratio by adjusting the angle limitstle integral [6]. For spherically homogenous
isotropic (diffuse) noise the integral over all azimuth abelvation angles leads to the well-known sinc-
characteristic in free-field:

: lik
ik I;
Oyn, (W) = M = sinc <w—k> (38)

However, for head-related systems these solutions of tegrals are not valid due to the more general
definition of the propagation vectat. In this case, the integrated HRTFs have been approximated b
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summing over the propagation vectors from all directiomgsq. [38){(36). In summary, the different
noise field models that were used are uncorrelated nois@incylindrical isotropic noise (diff2D),
spherical isotropic diffuse noise (diff3D), HRTF integrdtnoise (intHRTF) and long-term measured
noise from real-world recordings (measured). For stghiiasons of the beamformer design the noise
correlations matrices have to be mixed with a certain amotmhcorrelated noise which is evaluated in
sectiorb.

3.5 Algorithm combinations

The different propagation models, output types, and algorisettings are summarized in Table 1. All
combinations are possible and a subset of combinations vaisated (see sectibm 4).

Output Type| Wave Propagation Model | Noise field modef nny | Beamformer type
BIN_PR HRTF uncorr fixed
BIN_PF HM2 diff2D adaptive
BIN_BL HM1 diff3D

FF iNtHRTF
intHM2
measured

Table 1: Algorithm combinations

4 Evaluation methods

For microphone arraysignal- independenteasures exist to evaluate the theoretically performance
to be expected for different noise field characteristicsesehmeasures allow a rough estimate of the
beamformer performance and are helpful for the numericplstdent and optimization towards the
desired system properties. In this study, modificationsxistiag measures that are suitable for head-
worn systems are suggested and discussed below. For a raboeatke performance analysis, simulations
with realistic signals, such as real-world recordings omaqtype array-system have to be done. The
signal-dependerdindsignal-independernperformance measures are described in sedtiohs 4[1 dnd 4.2.

4.1 Signal-independent performance measures and the inflnees of the head
4.1.1 Array gain

The array gain is a measure that shows the improvement ofNke litween the input signal of one
sensor and the output of the array. It is defined by

o SNRout(W)
Gi(w) = m (39)

If the input SNRs of all microphonesSKRi, o ... SNRi, v—1) are the same, then the array gain can be
calculated for an arbitrary noise fieielnn by [6]

(W (w)ds(w)?
WH(w)QNN(w)W(w)

Gilw) = G(w) (40)
If the beamformer coefficient¥¥ (w) are designed based on the true wave propagation vdgtar),
the nominator in[(40) equals, which means a distortionless response. However, if thpggation
modeld(w) in the beamformer design is changed or simplified comparéketdrue wave propagation
dgs(w), the nominator shows the amount of signal distortion. Theod@nator that is to be minimized

11



by the beamformer shows the amount of noise reduction. Fad-lm®rn systems it is interesting to
calculate the improvement compared to the source signakedett and right ear position. Therefore,
it is suggested to calculate the head-related array ganguke target signal power as observed at the
reference microphones for the left and right head side:

_ G(w)

O = G @
_ G(w)

Grlw) = ldr(w, 0s)[? (42)

Hered;,dr are the measured signal transfer functions to the left/rigference microphone, respec-
tively. Note, that for free-fieldsy = G, = Gg.

4.1.2 White noise gain

The White Noise Gain (WNG) is a measure that shows the aliditgduce uncorrelated (i.e., spatially
white) noise. Such noise can be associated to model errgrs pesition, amplitude, phase errors, and
self-noise of the microphones and is an important robustnesasure for microphone arrays. If the
WNG is small the beamformer is susceptible to uncorrelatgsen(and model errors), i.e., such noise is
increased rather than decreased. Thus, the WNG has to beditoia minimum?.

W @)ds(@)P _
WH@W ()

One of the most popular robust approaches to archive thieidiagonal loading algorithm [12,113] :

(BN (W) + p@) )" dw, 0, 9)
d"(w,0,9)(@nN (W) + p(w)I) " d(w, 0, 9)

However, the choice ofi(w) that limits the WNG to a minimum of? is not simple. It can either be
calculated in a multi-step iterative process|[14] or viacset order cone programming [12]. In this
study, an iterative method is used and the importance ottristraint is studied based on the perceptual
performance measures described in 4.2.

WNG(w)

(43)

W (w,0,9) (44)

4.1.3 Directivity Index

The directivity index is a performance measure for dirg@iomicrophones that shows the difference
between target signal suppression and the suppressiornisefcaming from all directions, i.e., isotropic
diffuse noise.

W (w)ds ()P ) us)

WH(w)q)NNdiﬂuse(w)W(w)
To have a scalar performance value, the frequency depedueativity index (DI) can be weighted by a

band importance functiom, for speech perception taken from the articulation indeX[8}. Thus, the
sum over all bands is

DI(w) = lOlogm(

DIar = Y apDI(wy) (46)
k

4.1.4 Beampattern

The beampattern shows the array gain for noise signalsragrivom different directions. Thus, in the
denominator of{(40) the noise correlation matdy is replaced by the correlation matrix of a signal
source in directio, ¢ with the assumed wave propagatién

®pp(w,0,¢) = dw,0,¢)d”(w,0,¢) (47)

12



The beampattern is

W @), () ) u8)

WH(UJ)‘I’DD(W7 07 ¢)W(w)

Note, that|H (w, 0, ¢)|> = 1 only for the special case whet#w, 0, ¢) = ds(w, 05, ¢5) accounting for
a distortionless response.

Common visualizations of the beampattern are polar diagromspecific frequencies or image
plots (frequency over azimuth angle, color-coded intghsit

|H(w,0,¢)]> = —10log, (

4.2 Signal-dependent performance measures

Signal-dependent performance measures allow for a momspreerformance analysis especially if
calculated on real-world recordings of typical acousteetnes. For the performance measures used
here, the separated desired signal and the noise signa$ban processed with the same time-varying
filters that have been calculated based on the mixture. Thihad, sometimes referred to sisadow
filtering, is basically appropriate in simulation environments vehigre signal processing is disclosed.
Given the target and the noise signals processed sepadiffdgent signal based performance measures
such as the SNRE as well as perceptual quality measures acatcodated accurately.

4.2.1 Signal to Noise Ratio Enhancement (SNRE)

The SNR-Enhancement (SNRE) is the difference of the SNReavtiput of the beamformer and a ref-
erence input-SNR, both measured in dB. For binaural systeenSNRE is calculated between the left
(right) output of the binaural system and the left (righpubat the reference microphone, respectively.
Although there exist many modifications to this measure, &y using short-time (segmental) SNRE
estimates or incorporating speech importance band wamhtie linear broadband SNRE is still an ap-
propriate measure that had shown high correlations witfestite data on the assessment of background
noise reduction [17]. Here, the SNR was calculated by takiegmean power of the broadband speech
component on a dB-scale(excluding speech pauses, i.eal dayels 60dB below peak level) minus
the broadband noise power in dB. For head-worn systemslalaperformance evaluation is relevant
because by simply taking the mean SNRE a better-ear effadtvibe ignored.

4.2.2 Perceptual Similarity Measure (PSM)

The quality measure PSM from PEMO-Q [18] estimates the jpéned similarity between the processed
signal and the clean speech source signal. It has shown bigblations between objective and sub-
jective data and has been used for quality assessment &f remlaction schemes in [19,]17, 20]. PSM
increases with increasing (input) SNR. As we are intereistéite quality enhancement introduced by the
algorithm, we use the deduced measfifeRSM that is calculated as the difference between the Peiadept
Similarity Measure (PSM) of the output and of the unproceéssput signal.

4.2.3 Binaural Speech Reception Threshold (SRT)

The speech reception threshold (SRT) is defined as the digamaise ratio (SNR) at 50% speech intel-
ligibility. In [21] a binaural model of speech intelligilily based on the equalization-cancelation (EC)
processing by Durlach had been defined which is able to grigicSRT with high accuracy. If the esti-
mated SRT for the output of a noise reduction scheme is Idwaar tor the input signal this means that
the speech intelligibility has increased due to the algorit However, as the speech intelligibility is a
nonlinear function of the SNR and other signal features sisaie preservation of binaural cues, we use
the difference between output and input SRT, namelyABdRT, as an indirect measure for the increase
of intelligibility. The binaural SRT measure as describe{fil,[19] assumes a spatially stationary source
configuration. To be applicable to moving sources it had texiended to a block-wise measure with
subsequent averaging across blocks.
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5 Experiments and Results

5.1 Perceptual Optimization of the White Noise Gain Limitaion

Spatially uncorrelated noise can be attributed to seléeaf the microphones as well as to statistical
differences between the real-world acoustical scene amdisbumed model. Thus, the attenuation of
spatially white noise quantified by the WNG measure needs @guaranteed by the beamformer coeffi-
cients to a certain amount. On the other hand, the diregtlibuld be maximized for a maximum noise
reduction. The trade-off between superdirectivity andtevhioise gain has been widely studied, e.g., in
[6,22]. In free-field, the limitation factor given in [44) should lie in the range betweeri0 dB to
—30 dB to limit the white noise gain to a minimum of approximatéfy= —10 dB which is equivalent

to a maximum amplification of uncorrelated noise of 10 dB. ldeer, as: can be frequency dependent
and the relation betwegnw) andé? is none-linear the optimal white noise gain constraint cafobind
using perceptual quality measures for realistic microgispmodel errors and typical realistic acoustical
scenes. This perceptual optimization is shown in Fifirel& JFaxis shows the minimud? to which
the white noise gain i (43) was limited. The beamformer ficiehts were calculated iteratively due to
(44) by increasing.(w) so that the limit was reached. With these constrained beamefocoefficients
real-world recordings have been processed and the peatepmilarity measure (PSM) Figure 3(a) and
the speech reception threshold Figure 3(b) have been atddul The results show that the maximum
performance is reached at a white noise gain limif’of= —35 dB.

Perceptual Optimization of WNG constraint SRT Optimization of WNG constraint
0.78 T T T T T T T - -12 T T T T

speaker from 30°
- — —speaker from 0°
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0.68[ Y _17F
\
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0.66 \ -181
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minimum WNG / [dB] minimum WNG / [dB]
(@) PSM (b) SRT

Figure 3: White noise gain constraint

5.2 Binaural output quality

Table[2 shows the performance results for the three binamraiegies (BIN_PF, BIN_PR, BIN_BL)
which were evaluated for the fixed beamformers with diffe@opagation models in signal condition
1). Although the mean SNRE values for BIN_PF and BIN_PR wertné same range, BIN_PF had a
higher enhancement for the left channel and BIN_PR had ahighhancement for the right channel.
Interestingly, the SRT Gain of BIN_PF was significantly héglthan for BIN_PR. This behavior can be
explained as follows: As the beamformer outglits monaural and the multiplication with the left and
right propagation vectors only turns the output into thgdadirection, all signals are perceptually still
coming from one direction. In other words: the localizatmres for the background noise are lost. The
binaural SRT measure can identify the difference as it clemsithe spatial arrangement of speech and
noise signals to calculate the SRT. For this, it does not e&plicit knowledge about the interaural time
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. SNREL | SNRER| mean SRT Gain| SNRL | SNRR | SRT
A dB @B  |sNRegs| PSML [ PSMR dB dB dB dB
FF_BIN_PF 8.1 9.9 9,0 0,66 0,54 7.6 8,0 75 154
FF_BIN PR 2,9 10,2 7,6 0,53 0,55 3,3 4,8 28] 1.1
FF_BIN_BL 2,0 24,0 2,0 0,55 0,29 4,6 3,9 a4 124
AM1_BIN_PF 7.6 3.8 8.2 0,67 0,57 8.3 7.5 3 A6, 1
HM1 _BIN_PR 4,0 9,7 6.9 0,55 0,58 4,3 3.9 23] 121
AM1_BIN_BL 2,2 4.6 4.4 0,56 0,32 4,7 4,1 0.8 125
AM2_BIN_PF 9,0 70,9 70,0 0,69 0,61 84 8.9 55 16,2
AM2_BIN_PR 6.5 13.0 9,8 0,59 0,62 5,1 6,4 76 129
HM2_BIN_BL 2.4 4,6 45 0,56 0,31 4,8 4,3 208 12,8
HRTF_BIN PF 9.2 1.4 70,3 0,71 0,64 85 9.1 6.0 -16,3
HRTF_BIN_PR 72 13,8 10,5 0,61 0,65 5,6 7.1 84| 134
HRTF_BIN_BL 5,0 6,4 57 0,57 0,36 5,1 4,9 10 12,9
Tnput - . - 0,38 0,14 - 0.1 5.4 7.8

Table 2: Binaural output quality

and level difference (ITD, ILD). For BIN_BL the noise rediact performance was reduced compared to
BIN_PF and BIN_PR as the bilateral beamformer uses a sybaf@ly three microphones. However,
as the distortion of the binaural cues for BIN_BL is lowerrttfar BIN_PR, the values of the SRT are
almost the same. In terms of the different propagation nspdgelality increases with the complexity and
exactness of the model.

5.3 Robustness against steering errors

Figure[4 shows the three quality measures,(a) SNRE,(b) P8M& SRT for different beamformers
using the binaural post-filter (BIN_PF) in signal conditidnover the steering angle of the beamformer.
The dotted lines refer to the fixed beamformers, the solidslito the (adaptive) GSCs and the black
lines show the quality values for the unprocessed inputasignThe target speech signal came from
the 30 direction, so the best quality values should have been #egeicthe beamformer was steered
in this direction. However, depending on the underlying eipdlgorithm and noise field, this might
not always be the case. It can be seen that the free-field deatf (green curves) are suboptimal for
the head-mounted array because the maximum values areigredhlwvith the steering direction of the
beamformer. Among all beamformers, the free-field propaganodel leads to the lowest SNRE and
the lowest perceptual quality values (PSM, SRT), becaudeeis not incorporate any head-shadow and
diffraction effects. The HRTF coefficients led to the highegise reduction performance but the head
models (HM1, HM2) showed comparable results in terms of tleelipted overall quality and SRT. The
fixed head model beamformers could enhance the SNR in difasepic noise by about 4 dB. The
flatness of the dotted curves shows that they are relativest@gainst steering errors. The GSCs (solid
lines) had approximately 1 dB higher SNRESs than the fixed i@aners, but in terms of the estimated
overall quality the advantages were small. The SRT estimate2 dB lower but these values were only
stable within a steering mismatch &f 5° degree which pointed out a lower robustness. However for
condition 1) with a directional interfering noise source #daptive beamformer could reduce the SRT
by about 4dB more compared to the fixed beamformer that wamiapt for suppressing isotropic noise
(see Fig[¥ (d)). In summary it could be stated that the GSCmaare susceptible to model errors and
might only be beneficial in situations with directional irfeging noise and small steering errors.

5.4 Robustness against model variation

The second head model (HM2) had shown a good performancevédisatomparable to the measured
HRTFs. However, the robustness of the beamformer desigiibdHM2 against variations of head-size
and position is important for practical applications. Fajd(b) shows that the HM2 is relative robust
against the mismatch between the position of the left arftt hgaring aid and the true array positions
(during the recording of the signals). The same appliesdoséiriation of the head-model's parameter
"sphere-size" which is not shown here. This results magiviaé use of the head-model for hearing aid
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Figure 4: Robustness evaluation against steering mismatch
algorithms.

6 Conclusions

The robustness analysis has shown the importance of thgporation of head-shadow and diffraction
influences in the beamformer design for head-mounted arrélie fixed beamformers designed with
head models were relatively robust against steering enudrsreas for adaptive beamformers the
robustness was limited and a quality gain compared to fixeanfemers might only be reached in
scenarios with directional noise sources and a reliablection of arrival estimation. However, there
are several approaches in literature to increase the rdmsstof the GSC _[23] which have not been

incorporated here.

The binaural speech intelligibility measure provides aedmative measure of binaural unmasking and
could identify differences in the estimated speech-reoeghreshold (SRT) if binaural information was
distorted. Therefore, it seems to be an appropriate me#ésw@ealuate the perceptual quality of noise
reduction schemes with binaural output. In combinatiorhwlifferent near-to-realistic sound-scenarios
the quality measures showed encouraging results towardduwstness testbench for multichannel-
hearing aid algorithms with binaural output. Further wohlowld concentrate on a further empirical

validation of the objective perceptual measures.
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Robustness analysis for multi-channel hearing aid algorithms with binaural output

by means of objective perceptual quality measures

Thomas Rohdenburg, Volker Hohmann, Birger Kollmeier
Medizinische Physik, Universitit Oldenburg, 26111 Oldenburg

Introduction

According to the ITU-T P.835 recommendation, subjec-
tive quality evaluation of noise reduction schemes in-
volves (i) the perceived quality of the speech signal, (ii)
the quality of the background signal and (iii) the overall
quality. In [7] it has been shown that these subjective
measures are predictable by objective measures in the
case of monaural noise reduction schemes. In this study
we extend the quality prediction to the case of multi-
channel algorithms. These microphone array based algo-
rithms have other influences on signal quality than single
channel envelope filters as they exploit the spatial con-
figuration of interfering signals and therefore in general
lead to less signal distortion. For hearing aid applica-
tions, data from literature suggest that it is important
that the beamformer preserves the binaural information
so that the listener can make use of the effect of spatial
unmasking. In order to generate a binaural output [6]
was adopted.

Signal model and algorithms

The signals were generated using two 3-channel hear-
ing aid headsets mounted on a dummy head. 6-channel
HRTFs in an anechoic room and real-world environmen-
tal noise in a cafeteria have been recorded. The input
signal was composed from two directional signals filtered
with HRTFs (target and interferer from 30° and -135°
azimuth, respectively) and mixed with the recorded cafe-
teria noise to generate a near-to realistic scenario. The
multi-channel algorithms used here are fixed superdirec-
tive beamformers that are designed by the well-known
constraint Minimum Variance Distortionless Response
(MVDR) solution [2]. This solution allows to include
different assumptions on the wave propagation of the
target signal and the characteristics of the noise field
as described by its cross power spectral density matrix.
Three different beamformers were designed with the as-
sumptions about wave propagation (i) in free-field (aka
far-field assumption) (ff), (ii) in a simple spherical head
model according to [3] (hm) and (iii) with measured 6-
channel HRTFs in an anechoic room (hr). These beam-
formers had monaural outputs that were enhanced by
a binaural post-filter according to [6]. The processing
block-diagram is shown in Figure 1.

Signal independent quality measures

The beam-pattern is a well-established measure to eval-
uate the signal independent directional response of a
beamformer. It is computed as the response of the array
to a wavefront coming from a specific angle at a specific
frequency [2]. In general, beam-patterns are only evalu-
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Figure 1: Signal model and beamformer setup

ated for far-field propagation. When beamformer coeffi-
cients that are designed for far-field are used in a near-
field environment with head influences, the constraint of
distortionless response may not be fulfilled and the far-
field beampattern does not reflect the measured direc-
tional response. Therefore, in the near-field or if head-
shadow and diffraction effects play a role, these effects
also have to be incorporated in the beampattern calcula-
tion. Figure 2 shows the beampattern for farfield, beam-
former coefficients steered to 30°, (a) evaluated in farfield
and (b) evaluated in the nearfield (HRTF). As the beam-
former should be designed for the head-mounted array,
beampattern (b) shows the more realistic behavior. It
can be seen that the target-signal will be distorted and
the lateral noise reduction is poor, which is in line with
the signal dependent perfomance measures (see below).
Also, for other perfomance measures like the directivity
index the head-shadow and diffraction effects need to be
incorporated.

Signal dependent quality measures
SNRE

The SNR-Enhancement (SNRE) is the difference of the
signal-to-noise ratio (SNR) at the output of the beam-
former and a reference input-SNR, both measured in dB.
For a comparison of multi-channel algorithms the choice
of the reference is crucial. Here, the SNRE to different
references (left, right, source, best microphone) are eval-
uated for a comparison with the perceptual measures (see
below).

PSM

The quality measure PSM from PEMO-Q [4] estimates
the perceptual similarity between the processed signal
and the clean speech source signal. For monaural noise
reduction schemes this measure has shown a high correla-
tion with subjective overall quality ratings according to
[5, 7]. Here, the PSM is measured between the clean
speech source (before HRTF filtering) and the beam-
former output (monaural) or the output of the binaural
post-filter, respectively.



SRT

The speech reception threshold (SRT) is defined as the
signal-to-noise ratio (SNR) at 50% speech intelligibility.
In [1] a binaural model of speech intelligibility based on
the equalization-cancelation (EC) processing by Durlach
had been defined which is able to predict the SRT with
high accuracy. For the objective quality assessment
of binaural signals, we define a deduced measure here,
namely the SRT Gain. The SRT Gain is calculated it-
eratively by reducing the SNR of the beamformer input
signal until the predicted SRT has the same value as the
original unprocessed reference signals. Thus, the SRT
Gain is the amount of SNR reduction achieved by the al-
gorithm as estimated by intelligibility estimates including
spatial unmasking.

Results

The results in table 1 show that the beamformers with
binaural outputs (D,E,F) in general have a higher SNRE.
Although for the monaural A) a SNRE source of 5.8 dB
was measured, the SNRE compared to the best micro-
phone is almost zero. The same effect can be derived
from the SRT Gain, it says that the SRT of the output
is worse than the SRT of the unprocessed reference sig-
nal. This implies that this algorithm is not helpful to
the listener, although the SNR is enhanced by 5.8 dB.
Similar effects can also be seen for the other algorithms.
The binaural algorithm F) has only a 1.5 dB higher mean
SNRE than its monaural counterpart C), but the binau-
ral output leads to an SRT Gain that is 4.3 dB higher.
This means that the binaural algorithm can deal with an
input signal that is 4.3 dB lower to gain the same speech
intelligibility as the monaural algorithm.

Algorithm SNRE | SNRE | SNRE SDRtE APSM | APSM | SRT
9 Ref L | Ref R | source ’\Zz RefL | RefR | Gain

mon-rec-ff-2d-fixed 16dB| 92dB[ 58dB] 0.4dB 0.06 0.30] -0.3 dB
mon-rec-hm-2d-fixed | 2.3dB| 9.8 dB[ 6.4dB| 1.1dB 0.12 0.36] 1.7dB
mon-rec-hr-hrtf-fixed 47dB|12.2dB| 88dB| 3.5dB 0.20 0.43] 3.9dB
bin-rec-ff-2d-fixed 53dB] 85dB| 7.3dB| 41dB 0.20 0.23] 45dB
bin-rec-hm-2d-fixed 6.4dB] 7.9dB| 7.5dB| 52dB 0.25 0.29] 7.2dB
bin-rec-hr-hrtf-fixed 9.0dB|11.0dB| 10.3dB| 7.8dB 0.29 0.40] 8.2 dB

Mjm|O|O| o] >

Table 1: Performance results for 3 beamformer designs with
monaural and binaural outputs

Figures 3 (a-b) show preliminary robustness results for
the three beamformers with binaural outputs. The per-
formance measures are plotted over the steering mis-
match. The results show that for all quality measures,
the free-field and the head-model beamformers do not
reach the optimal value at a steering mismatch of 0°.
This is because the head diffraction is not (or not suffi-
ciently) incorporated in the coefficients which leads to a
steering to higher angles. On the other hand, the gradi-
ent of the performance curves is slightly steeper for the
hrtf-beamformer which points out that it is more sensi-
tive to steering errors.

Outlook

Preliminary results have shown the importance of the in-
corporation of head-shadow and diffraction influences in
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Figure 2: Beampatterns for far-field beamformer coefficients
steered to 30° and used (a) in far-field and (b) in near-field
environment
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Figure 3: Robustness against steering mismatch

both the beamformer designs and the performance mea-
sures. Furthermore, the performance measures showed
a significantly higher quality if the beamformer was ex-
tended by a binaural post-filter. The new binaural qual-
ity measure showed encouraging results and is an im-
portant step towards a robustness testbench for multi-
channel hearing aid algorithms with binaural outputs.
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ABSTRACT

In this contribution different microphone array-based noise reduc-
tion schemes for hearing aids are suggested and compared in terms
of their performance, signal quality and robustness against model
errors. The algorithms all have binaural output and are evalu-
ated using objective perceptual quality measures [1, 2, 3]. It has
been shown earlier that these measures are able to predict sub-
jective data that is relevant for the assessment of noise reduction
algorithms. The quality measures showed clearly that fixed beam-
formers designed with head models were relatively robust against
steering errors whereas for the adaptive beamformers tested in this
study the robustness was limited and the benefit due to higher noise
reduction depended on the noise scenario and the reliability of a
direction of arrival estimation. Furthermore, binaural cue distor-
tions introduced by the different binaural output strategies could
be identified by the binaural speech intelligibility measure [3] even
in case monaural quality values were similar. Thus, this perceptual
quality measure seems to be suitable to discover the benefit that the
listener might have from the effect of spatial unmasking.

1. INTRODUCTION

In modern hearing aids multi-channel noise reduction schemes
based on small microphone arrays are used for speech enhance-
ment. These algorithms exploit the spatial configuration of the
interfering signals and therefore generally lead to less signal dis-
tortion and higher noise reduction than single-channel envelope
filters. The human ability to separate sound sources in a complex
situation, namely the cocktail-party effect, partly arises from the
use of binaural localization cues. If binaural information is lost
or distorted by the processing, the hearing impaired listener may
not make use of the effect of spatial unmasking as efficiently as
in the undistorted binaural condition. The intelligibility improve-
ment introduced by a spatial filter is counteracted by the decrease
due to the deteriorated efficiency of the spatial unmasking in this
case. Although bilateral supply with hearing aids is motivated by a
better directional-hearing ability, it has been shown in [4] that bin-
aural cues are distorted if the hearing aids at the left and right ears
work independently. Therefore, researchers have suggested micro-
phone array based binaural spatial filtering techniques [5, 6, 7, 8]
that assume a connection between the left and right hearing aid. In
this study we analyzed fixed and adaptive beamformer algorithms,
that exploit a priori knowledge about array position, wave propa-
gation and direction of arrival as these seem to be slowly varying
parameters that can be estimated and used for the adaptation of
the algorithms. Information about the voice activity which might
also be helpful for noise estimation was not used here. The beam-

formers that were calculated using the constraint minimum vari-
ance distortionless response (MVDR) design [9] had single chan-
nel outputs that were extended by a binaural stage. Three different
strategies for generating a binaural output have been applied and
evaluated by perceptual measures. Furthermore, the robustness of
fixed and adaptive beamformers using different propagation mod-
els have been analyzed against steering error, array position and
head-size mismatch by appropriate perceptual quality measures.

2. SIGNAL MODEL

The signals were recorded using two 3-channel behind-the-ear hear-
ing aid shells mounted on a B&K dummy head. 6-channel head

related transfer functions (HRTFs) in an anechoic room and real-

world environmental noise in a cafeteria have been recorded. For

condition 1) the input signal was composed from two directional

signals filtered with HRTFs (target and interferer from 30° (front-

left) and —135° (back-right) azimuth, respectively) and mixed with
the recorded cafeteria noise to generate a near-to-realistic scenario.

For condition 2) we used only one directional signal (speaker from

30° (left)) mixed with an artificial diffuse noise. The artificial

noise was generated by summing up a speech-colored random noise
that was filtered with HRTFs from all directions to simulate a 2D-

isotropic noise field. This abated the influence of the noise field

characteristic on the signal quality which was helpful for the anal-

ysis of the steering mismatch. The 30° direction was chosen be-

cause it is asymmetric to the array and offers a more general as-

sessment of the beamformers properties than a fixed 0° look direc-

tion.

3. ALGORITHMS

The multi-channel algorithms used here are designed using the
well-known constraint Minimum Variance Distortionless Response
(MVDR) solution [9], Eq. (1),

envn ()

W = 1
U= ann(Pd(f) @
d(f) — |:a0€j27rfm,a1€j2ﬂfn,...,aMf1€j27TfTM*1j|j(ﬂ2)
Yi(f) = WH(HX(f) 3)

where f denotes the frequency, W the beamformer coefficients,
d the propagation vector, a., and 7., the amplitude and the group
delay at microphone m, X the input vector, Y the output of the
fixed beamformer (see Figure 1).
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Figure 1: GSC beamformer and binaural post-filter

This solution allows to include different assumptions about the
wave propagation of the target signal (included in the propaga-
tion vector d, Eq. (2)), and the characteristics of the noise field as
described by its cross power spectral density matrix ® N .

The upper path of the signal diagram in Figure 1 shows the fixed
beamformer which can be extended by an adaptive noise canceler
path to form a Generalized Sidelobe Canceller (GSC) [10, 11].
Note that fixed beamformer means that a fixed noise field is as-
sumed whereas a GSC can adapt to varying noise fields. How-
ever, for both beamformer types an adaptive steering to a mov-
ing target signal can be applied, e.g., if extended by a direction
of arrival (DOA) estimation algorithm. Additionally, the beam-
formers are extended by a binaural stage with diverse methods to
obtain a binaural output. All combinations of beamformer type
(fixed/adaptive), binaural output method (binl, bin2, bin3) and dif-
ferent assumptions about the wave propagation model (free-field
(FF), head-model (HM1, HM2, HRTF)) are investigated in this
study in terms of their performance and robustness.

Wave propagation models can be integrated into the beamformer
design via the propagation vector d and the noise field cross power
density matrix ® n . For the free-field (FF), d has constant group-
delay, 7, and unity amplitude, a.,, in the frequency domain. For
head-models 7., an, are frequency dependent accounting for head
shadow and diffraction effects. The first head model (HM1) by
[12] is a simple and effective parametric model that estimates the
characteristic of a sphere. The interaural time difference (ITD)
cues are modeled by Woodworth and Schlosberg’s frequency in-
dependent (ray-tracing) formula. The gross magnitude character-
istics of the HRTF spectrum, the interaural level difference (ILD)
cues, are covered by a single-pole, single-zero head-shadow filter
which also accounts for an additional frequency dependent delay
for low frequencies [12]. The second head model (HM2) by [13]
additionally incorporates the distance of the source for modeling
near-field effects and interference effects that introduce ripples in
the response that are quite prominent on the shadowed side. It is
calculated by a recursive algorithm given in [13]. The third head
model (HRTF) uses the measured HRTF of the respective micro-
phones directly as the propagation vector. The noise field matrix
® v influences the amount of noise reduction achieved by the
beamformer. In the free-field, a 3D-isotropic diffuse noise field
matrix reduces to a coherence matrix with sinc-characteristic [9].
For the head-models the diffuse noise field is estimated by inte-
grating the propagation vectors over all directions. Furthermore,
® v v needs to be constrained to reduce super directivity for fea-
sible designs [9, 10].

Binaural Outputs are calculated using three different methods:
(i) (binl) The binaural output is generated by a real-valued time-
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varying post-filter based on [5] that is controlled by the monaural
beamformer output Z:

(Ide(f)I? + |dr(f)I?) ®zz(t, f)

Hein(t, f) = Dx,x, (b, )+ Pxpxp(t, f) “4)
Yor(t, f) = Hseult, )XL(t, f) ®)
Yor(t, f) = Hein(t, f)Xr(, f) (6)

where X1, Xr (see Fig. 1) denote the input signals and dr,, dr the
propagation vectors for the expected signal direction 6, at the left
and right reference microphone, respectively. ®zz, ®x, x, and
®x,xp are the power spectral density estimates for the signals
Z, X1, Xr, respectively. As the filter is real-valued, the phase of
signal and noise are kept and therefore also most of the binaural
cues. However, the envelope filter might introduce additional sig-
nal distortions.

(ii) (bin2) The monaural beamformer output Z is multiplied by
the propagation vectors of the reference microphones which re-
constructs only the interaural phase of the signal and may degrade
spatial unmasking effects:

YbL(t? f) =
YE?R(tv f) =

dr(f)2(t, f) )
dr(f)Z(t, f) 3

(iii) (bin3) The array is split into a subarray of two parallel 3-
channel beamformers Wy, Wgr which use common information
about the target direction and the noise field. This simulates the be-
havior of independent bilateral hearing devices and binaural cues
may be distorted as described in [4]:

Yor(t, f) = Zu(t, f) =W (f)Xss(t, f) 9
Yir(t, f) = Zr(t, f) =W (f)Xaae(t, f) (10)

where the numbers (1,3,5 and 2.,4,6) refer to the microphones of
the subarray, respectively.

4. QUALITY MEASURES

SNRE: The SNR-Enhancement (SNRE) is the difference of the
signal-to-noise ratio (SNR) at the output of the beamformer and
a reference input-SNR, both measured in dB. For a comparison
of multi-channel algorithms the choice of the reference is crucial.
Here, the SNRE is calculated between the left (right) output of
the binaural stage and the left (right) input at the reference micro-
phone, respectively.

PSM: The quality measure PSM from PEMO-Q [2] estimates the
perceptual similarity between the processed signal and the clean
speech source signal. For monaural noise reduction schemes this
measure has shown a high correlation with subjective overall qual-
ity ratings according to [1, 14]. Here, the PSM is measured be-
tween the clean speech component at the left (right) reference mi-
crophone and the left (right) output of the binaural stage.

SRT: The speech reception threshold (SRT) is defined as the signal-
to-noise ratio (SNR) at 50% speech intelligibility. In [3] a bin-
aural model of speech intelligibility based on the equalization-
cancelation (EC) processing by Durlach had been defined which is
able to predict the SRT with high accuracy. For the objective qual-
ity assessment of binaural signals processed by noise reduction
schemes, we are interested in the difference between the SRT of
the input signal and the SRT of the output, namely the SRT Gain.
Thus, the SRT Gain is the amount of SNR reduction achieved by
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; SNREL | SNRER | mean SRT Gain| SNRL | SNRR | SRT
Aaiin) | a8 |snreag| PSML | PSMR 7 g B B dB
FF_bint 81 59 90| 066] 054 76 8.0 75 157
FF_bin2 29] 102 76| 053] 055 33 73] 28] 111
FF_bing 2.0 2.0 20] 055 0.9 26 39 4] 124
FMI_bint 76 538 53] 067] 057 53 75 34 161
HMZ_bin2 70 97 69 055 058 13 39 23] __12.]
HM1_bin3 72 76 24 056] 032 77 71 08 125
FiM2_bint 50 109 _ 100] 069 _ 061 5.4 59 55 162
HM2_bin2 65 13.0 98 059 062 51 6.4 76 129
HM2_bin3 2.4 76 25| 056] 031 738 23] 08| 12,6
HRTF bini 52 114l 103 o071 064 55 o1 50l 163
HRTE_bin2 72 138|105 _06i] 065 56 71 84 134
HRTE_bing 50 6.4] 57 057 036 51 79 10| 129
input s s 0.38 0.14 0.1 54 7.8|

Table 1: Binaural output quality

the algorithm as estimated by intelligibility estimates including
spatial unmasking. However, if the noise reduction algorithm is
nonlinear the exact SRT Gain has to be calculated iteratively by re-
ducing the SNR of the beamformer input signal until the predicted
SRT has the same value as the original unprocessed reference sig-
nals.

5. RESULTS
5.1. Binaural output quality

Table 1 shows the performance results for the three binaural strate-
gies (bin1-3) which were evaluated for the fixed beamformers with
different propagation models in signal condition 1). Although the
mean SNRE values for binl and bin2 were in the same range,
binl had a higher enhancement for the left channel and bin2 had
a higher enhancement for the right channel. Interestingly, the SRT
Gain of binl was significantly higher than for bin2. This behav-
ior can be explained as follows: As the beamformer output Z is
monaural and the multiplication with the left and right propagation
vectors only turns the output into the target direction, all signals are
perceptually still coming from one direction. In other words: the
localization cues for the background noise are lost. The binaural
SRT measure can identify the difference as it considers the spatial
arrangement of speech and noise signals to calculate the SRT. For
this, it does not need explicit knowledge about the interaural time
and level difference (ITD, ILD). For bin3 the noise reduction per-
formance was reduced compared to binl and bin2 as the bilateral
beamformer uses a subarray of only three microphones. However,
as the distortion of the binaural cues for bin3 is lower than for bin2,
the values of the SRT are almost the same. In terms of the differ-
ent propagation models, quality increases with the complexity and
exactness of the model.

5.2. Robustness against steering errors

Figure 2 shows the three quality measures,(a) SNRE,(b) PSM and
(c) SRT for different beamformers using the binaural post-filter
(binl) in signal condition 2) over the steering angle of the beam-
former. The dotted lines refer to the fixed beamformers, the solid
lines to the (adaptive) GSCs and the black lines show the quality
values for the unprocessed input signals. The target speech sig-
nal came from the 30° direction, so the best quality values should
have been expected if the beamformer was steered in this direc-
tion. However, depending on the underlying model, algorithm and
noise field, this might not always be the case. It can be seen that the
free-field coefficients (green curves) are suboptimal for the head-
mounted array because the maximum values are not aligned with
the steering direction of the beamformer. Among all beamformers,
the free-field propagation model leads to the lowest SNRE and the
lowest perceptual quality values (PSM, SRT), because it does not
incorporate any head-shadow and diffraction effects. The HRTF

SRT/[dB] Perceptual similarity with clean speech SNRE / [dB]

SRT/ [dB]
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coefficients led to the highest noise reduction performance but the
head models (HM1, HM2) showed comparable results in terms of
the predicted overall quality and SRT. The fixed head model beam-
formers could enhance the SNR in diffuse isotropic noise by about
4 dB. The flatness of the dotted curves shows that they are relative
robust against steering errors. The GSCs (solid lines) had approx-
imately 1 dB higher SNREs than the fixed beamformers, but in
terms of the estimated overall quality the advantages were small.
The SRT estimate was 2 dB lower but these values were only sta-
ble within a steering mismatch of + 5° degree which pointed out
a lower robustness. However for condition 1) with a directional
interfering noise source the adaptive beamformer could reduce the
SRT by about 4dB more compared to the fixed beamformer that
was optimized for suppressing isotropic noise (see Fig. 2 (d)). In
summary it could be stated that the GSC was more susceptible to
model errors and might only be beneficial in situations with direc-
tional interfering noise and small steering errors.

5.3. Robustness against model variation

0.72
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X X4 X5 0.68 ]
oD —FF+—
2066 q
2
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(a) Model variation (b) Variation of subarray position

Figure 3: Robustness against variation of array position and model
parameters for (HM?2)

The second head model (HM2) had shown a good performance
that was comparable to the measured HRTFs. However, the robust-
ness of the beamformer designed with HM?2 against variations of
head-size and position is important for practical applications. Fig-
ure 3(b) shows that the HM2 is relative robust against the mismatch
between the position of the left and right hearing aid and the true
array positions (during the recording of the signals). The same ap-
plies to the variation of the head-model’s parameter "sphere-size"
which is not shown here. This results motivate the use of the head-
model for hearing aid algorithms.

6. CONCLUSIONS

The robustness analysis has shown the importance of the incor-
poration of head-shadow and diffraction influences in the beam-
former design for head-mounted arrays. The fixed beamformers
designed with head models were relatively robust against steering
errors whereas for adaptive beamformers the robustness was lim-
ited and a quality gain compared to fixed beamformers might only
be reached in scenarios with directional noise sources and a re-
liable direction of arrival estimation. However, there are several
approaches in literature to increase the robustness of the GSC [11]
which have not been incorporated here.

The binaural speech intelligibility measure provides an integra-
tive measure of binaural unmasking and could identify differences
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in the estimated speech-reception threshold (SRT) if binaural in-
formation was distorted. Therefore, it seems to be an appropri-
ate measure to evaluate the perceptual quality of noise reduction
schemes with binaural output. In combination with different near-
to-realistic sound-scenarios the quality measures showed encour-
aging results towards a robustness testbench for multichannel-
hearing aid algorithms with binaural output. Further work should
concentrate on a further empirical validation of the objective per-
ceptual measures.

Work supported by the EC (DIRAC project IST-027787), HearCom-Project
(IST-004171) and BMBF
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ABSTRACT

Multi-channel beamformer algorithms are promising solutions for
noise reduction in hearing aids as they exploit the spatial distribu-
tion of the interfering signals and therefore in general lead to less
signal distortion than single channel algorithms. Beamformers need
a priori information about the microphone array and the direction of
arrival of the target speech source. For head-worn arrays it is usually
assumed that the user physically steers the arrays’ look direction to-
ward the desired speech source. This may become unsatisfying for
the hearing aid user for high directivity beamformers with a small
main lobe and when the target signal source is moving. In this con-
tribution an automatic steering (electronic control of the look direc-
tion) is applied based on the dual delay line approach after Liu et
al. [1]. This approach is modified to be applicable for head-mounted
hearing-aid arrays. We show that the original free-field approach
does not work on a head-mounted array because of the inappropriate
propagation model. If we apply the true HRTF or a spherical head
propagation model, the estimate is reliable within +-8° degree mean
estimation error for an input SNR of 10dB or higher. However, for
lower SNR the method seems to be not robust enough.

Index Terms— Direction of Arrival (DOA), Head Related Trans-
fer Function (HRTF), Noise Reduction, Beamforming

1. INTRODUCTION

In modern hearing aids multiple microphones are applied to reduce
ambient noise by exploiting spatial information. Many contributions
in the literature either assume a fixed look direction to zero degree
or the Direction of Arrival (DOA) to be perfectly known. In the
first case steering is accomplished by head movements to the desired
source. However it has been shown by several authors that a steering
mismatch due to a wrong estimation of the DOA severely degrades
the beamformer performance [2, 3]. In this contribution the dual de-
lay line approach after Liu et al. [1] is extended by the consideration
of head shadowing effect to work with binaural beamforming algo-
rithms for digital hearing aids. The performance of the system is an-
alyzed in interaction with a binaural noise reduction scheme consist-
ing of a fixed Minimum Variance Distortionless Response (MVDR)
beamformer and a binaural post-filter.

The remainder of this paper is organized as follows: In Section
2 the proposed DOA estimation technique is reviewed for free-field
assumptions of [1] and extended to work with Head Related Trans-
fer Functions (HRTFs). In Section 3 the binaural noise reduction
scheme is described. Simulation results for both, DOA estimation
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and noise reduction performance are presented in Section 4 and Sec-
tion 5 gives some final conclusions.

Notation: Vectors and matrices are printed in boldface while
scalars are printed in italic. k is the discrete time index, m the dis-
crete frequency index and ¢ the discrete block index, respectively.
The superscripts ', *, and ¥ denote the transposition, the complex
conjugation and the Hermitian transposition respectively.

2. ESTIMATION OF DIRECTION OF ARRIVAL

For noise reduction by microphone arrays a reliable estimate of the
DOA of the desired sound source is a crucial point. The perfor-
mance of beamforming noise reduction techniques is often heavily
degraded if DOA estimation errors occur, especially if adaptive al-
gorithms are applied [3].

2.1. Free-field assumptions

For the free-field assumption the dual delay line approach after Liu
et al. [1] is promising because the spatial resolution can be directly
influenced by choosing an appropriate number of sectors I. It will be
briefly reviewed in the following with a somewhat modified notation
and the specific problems caused by the shadow effects of the human
head will be pointed out.

As depicted in Fig. 1 two microphones capture the sound sig-
nals zo[k] and z1[k] at two spatial positions po and p;. The time
signals are multiplied by a Hann window w[k] and transformed into
the frequency domain

Lppr—1 )
2 [m] = Z z[lLp) + kJw[k]e I2Fm/LorT (1)
k=0

Here Lprr and L) are the DFT-length and the block length, respec-
tively. An appropriate zero-padding can be applied to reduce cyclic
convolutions effects. For the reason of better readability the block
index / is omitted in the remainder if it is not necessary. Following
[1] we divide the azimuth range of interest ® = —90°..90° into [
sectors as depicted in Figure 1.

For each sector ¢ which corresponds to an angle ®; a propagation
vector d[m, @] for the left and the right channel can defined as

dofm, @] 92737 7o)

darm, @27 470

d[m, ®]= @

For free field assumptions the absolute values of (2) equal one
for all discrete frequencies (|d;[m, ®]| = 1,Vm, ®) and the differ-
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Fig. 1. Dual-microphone setup with I = 7 possible DOA sectors.

ence between the signal of the left channel x[k] and the right chan-
nel 1 [k] is just a time delay AT = 7(®;0) — 7(P;,1) = 795

c

Here r and ¢ = 344 m/s are the inter-microphone distance and the
speed of sound, respectively.

The microphone signals can be defined as a superposition of
the desired signal s[m] multiplied by the corresponding propagation
vector d[m, ®] and some ambient noise n[m]:

Zo [mv (I)] = s[m] ) dO [m7 q)] + no [m] (3)
z1[m, @] = s[m] - di[m, @] + n1[m] )
Thus the desired direction of arrival can be obtained by

Do [m] = arg minfm] {Acfm, ¢]} )

with
Az[m, ] = |zg[m, ®]/do[m, ®] — z1[m, ®]/d1[m, P]|. (6)
Replacing zo[m, ®] (3) and z1[m, ®] (4) in (5) the minimization
leads to a minimum of
v[m, ®] = |no[m]/do[m, ®] — ni[m]/d1[m, ®]| 7

at the angle ®[m] = Pqpt[m]. For free field assumptions the mini-
mum of (7) gives a good estimate of the desired direction for a mod-
erate noise level. Hence if head shadow effects have to be taken into
account which results in a non-flat absolute value of the propagation
factor (|d;[m, @]| # 1) the estimate fails completely.

2.2. Robustness improvements

For improving the robustness of the DOA estimation an averaging in
time direction

A Om, @) = a- Az V[m, @] + (1 — a) - AzO[m, @] (8)
and in frequency direction

Lppr—1
1

> Bopi[m] ©)

m=0

(I)opt -

Lprr

can be applied. Furthermore the maximum tracking speed of the
DOA estimator should be limited to a certain threshold by

10)

to avoid short but high estimation errors. This would lead to annoy-
ing artifacts if the beamformer steers to a completely wrong direction
for a short period.

2 (L— (£
|q>gpt Y- q)cgp)t‘ < 5

2.3. Head Shadowing Effects

If microphones are used which are mounted near the human head,
e.g., on the frame of eyeglasses or in behind-the-ear (BTE) hearing-
aids the free field assumption becomes invalid and the true Head Re-
lated Transfer Functions (HRTFs) have to be taken into account. For
simulations 6-channel HRTFs were measured in an anechoic room
using two three-channel BTE hearing aid shells mounted on a Briiel
& Kjer (B&K) dummy head. Since in general HRTFs are unique
for every human person they are not available for real-world DOA
estimation. Thus head models have to be applied to estimate the
HRTFs. In this contribution a head model by Duda [4, 5] is used
which is a simple but effective parametric model that estimates the
characteristics of a sphere. The interaural time difference (ITD) cues
are modeled by Woodworth and Schlosberg’s frequency independent
(ray-tracing) formula. The gross magnitude characteristics of the
HRTF spectrum, namely the interaural level difference (ILD) cues,
are covered by a first order IIR head shadow filter which also ac-
counts for an additional frequency dependent delay for low frequen-
cies [5]. Near-field effects and interference effects that introduce
ripples in the frequency response which are quite prominent on the
shadowed side are incorporated and described in [4].

If a DOA estimator has to work near the human head shadowing
effects have to be taken into account. As it is shown in Fig. 2 the
HRTFs have strong level differences for different angles and thus
the free-field assumption, where only the phase of the propagation
factor is considered leads to wrong DOA estimates.

'
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Fig. 2. Absolute values of Head Related Transfer Functions (HRTFs)
of left channel.

3. MULTI-CHANNEL NOISE REDUCTION

Fig. 3 shows the system model of the multi-channel noise reduc-
tion scheme used in this paper. The discrete microphone signals
x;[k],i = 1..6 are transformed into the frequency domain by the
Short Time Fourier Transform (STFT) (1). The DOA estimator feeds
the MVDR beamformer with the propagation vector d[m, ®p:] cor-
responding to the estimated angle éopt. The monaural beamformer
output is further processed by the binaural post-filter Hpin[m] to
generate binaural output [3, 6] which is transformed back into time
domain by the Inverse Short Time Fourier Transform (STFT™H).
The multi-channel algorithms used here are designed using the well-
known constraint Minimum Variance Distortionless Response
(MVDR) solution [7]:

Win] — — T [mldim]
A ] [m]d[im]

1)
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Fig. 3. Signal model and beamformer setup.

This solution allows to include different assumptions about the wave
propagation of the target signal (included in the propagation vector
d), and the characteristics of the noise field as described by its cross
power spectral density matrix I'nn[m]. Although the beamformer
is steered adaptively by the DOA estimator to variable directions, it
is referred to as a fixed beamformer, as it is fixed in terms of the
expected noise field. If the beamformer should optimally reduce
noise from an arbitrary direction the beamformer coefficients can
be designed with an isotropic noise field characteristic. For a diffuse
noise field the cross power spectral density matrix I'nw [m] depends
on the underlying propagation model and can be estimated by inte-
grating the propagation vectors over all directions. For the free-field
assumption the isotropic noise field I'nn [m] can be solved analyti-
cally: in 3-D the correlation can be described by a sinc-function [7],
in cylindrical coordinates by a bessel-function. Due to the spatial
filtering effect of the head the correlation between bilateral micro-
phone signals is much lower than in free-field. Since the output of
the beamformer is monaural we define a binaural post-filter accord-
ing to [6]. The binaural post-filter Hgiy [m] controlled by the beam-
former output is real-valued and therefore it preserves the interaural
phase-difference between the two reference inputs from the left and
right hearing-aid [3, 6].

4. SIMULATION RESULTS

The performance of the proposed algorithms for DOA estimation
and for binaural noise reduction based on the imperfect real-world
DOA estimates will be evaluated in the following. For simulations
diffuse noise signals were generated by summing up speech-colored
random noise filtered with measured HRTFs from all directions to
simulate a 2D-isotropic noise field. A moving speaker was added
for different input SNRs. The block length for all simulations was
chosen to Ly = 256 with an overlap of 128 samples at a sampling
frequency of f; = 16kHz. The FFT-length was 512 samples, which
means a zero padding factor of two. The number of possible angles
was chosen to I = 37 which leads to a resolution of 5° for a range
of ® = —90°..90°. The threshold for the maximum tracking speed
of the algorithm was fixed to & = 5°.
Fig. 4 shows the mean estimation error of the DOA estimator

iZcpfé (12)

for different input SNRs. Here ® and d are the true and the estimated
direction of arrival, respectively. A is the set of frames where speech
is present and |A] its cardinality.

It can be seen from Fig. 4 that an estimation of the direction
of arrival drastically fails if free-field assumptions are made (dash-
dotted line). The use of the (in practice unknown) true HRTFs (solid
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Fig. 4. Estimation error for a DOA estimator for different assump-
tions for the propagation vector over the input SNR.

line) lead to the best DOA estimates. The estimation using the head
model according to eq. (5) only leads to a slight degradation and thus
is a feasible approximation for the unknown true HRTF.

For low input SNR (< 8dB) the estimation errors increase thus
DOA estimation based on the dual delay line approach becomes un-
reliable. This is a general problem since the approach is based on
looking for and comparing signal powers from different directions.
For low SNR the signal power difference between clean speech +
noisy speech from the desired direction and noisy speech from other
directions is not sufficient for a reliable estimate. This result was
also reported by other authors, e.g. [8]. Thus for low input SNR
other DOA estimation methods should be applied, see e.g. [9] for an
overview.

In Fig. 5 and 6 the performance of the binaural noise reduction
scheme relying on real DOA estimates is evaluated by means of the
Signal to Noise Ratio Enhancement (SNRE) and the Perceptual Sim-
ilarity Measure (PSM) [10]. PSM is a speech quality measure from
PEMO-Q [10] which estimates the perceptual similarity between the
processed signal and a clean speech reference. This measure has
shown a high correlation with subjective overall quality ratings [11].
Here the PSM is measured between the clean speech component at
the left (right) reference microphone and the left (right) output of the
binaural post-filter.

Fig. 5 shows the segmental SNRE between the left (right) output
of the binaural post-filter and the left (right) reference channel. The
SNRE is the difference of the Signal to Noise Ratio (SNR) at the
output of the noise reduction scheme and a reference input SNR. It
can be seen from Fig. 5 that if the binaural noise reduction scheme
relies on DOA estimates based on free-field assumptions hardly any
SNR enhancement is achieved (dash-dotted line). Although the use
of true HRTFs leads to the best results (solid line), relying on the
head model (dashed line) is capable of improving noisy speech when
a head-mounted noise reduction device is applied. Fig. 5 gives the
impression that the sound quality improvement increases for lower
input SNRs. From Fig. 4 it is clear that this impression is misleading
because mean DOA estimation errors at input SNRs lower than 5 dB
are not satisfactory.

In Fig. 6 the PSM is shown which better reflects the perceived
audio quality. Here it can be seen that the overall sound quality
decreases drastically for lower input SNR. Again the results for the
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Fig. 5. SNRE of the beamformer steered by the DOA estimate for
different input SNR.

head model give a good approximation for the real HRTFs, while
free-field assumptions lead to a much lower sound quality.
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Fig. 6. PSM of the beamformer steered by the DOA estimate for
different input SNR.

The so-called APSM [11], which is the difference between the
dotted line (unprocessed) and the particular PSM curve shows the
quality improvement achieved by the processing. We see that for
low input SNR the APSM values are higher, which means that the
improvement is better, but that the overall quality of the output signal
is very poor. The APSM values match with the SNRE curves from
Fig. 5 but Fig. 6 additionally shows the overall quality and thus is
more appropriate to compare the different methods.

5. CONCLUSIONS

In this work we analyzed the direction of arrival estimation method
after Liu which is based on the delay line approach for the purpose of
DOA estimation for hearing aid applications. It could be shown that
the underlying free-field assumptions do not lead to satisfactory re-
sults and head related transfer functions have to be considered. Since

in general it is impossible to estimate the true HRTFs, simulations
based on a head model were performed, which showed good results
for moderate input SNR. However, for low SNR environments the
delay line approach is not capable to deliver reliable results and thus
further methods need to be investigated for comparison.
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ABSTRACT 2. SIGNAL MODEL AND BINAURAL MULTI-CHANNEL

In this study a self-steering beamformer with binaural atfor a NOISE REDUCTION

head-worn microphone array is investigated in simulatedi real-

world conditions. The influence of the underlying sound jpigation R

model on the estimation accuracy of the direction of arfixDA) o000

estimation algorithm and the overall performance of the lmioed 7(} g Xolml

DOA-beamformer-system is evaluated. For this, techniesfop- """ 3 :

mance measures as well as objective quality measures bageal-o - Soé Hotml

ceptual models of the auditory system are used. The safiste wowp g

beamformer showed better performance than a beamformér wit L

fixed look-direction for SNR values above -2 dB if the propama heafing aids Hipi[m] —> Yi[m]

model includes at least a coarse head model. —> Y:[m]
Index Terms— Direction of arrival estimation, Array signal pro- ¥ bmauralrer

cessing, Noise Reduction, Hearing aids, Perceptual augilitg es-

timation Fig. 1. Signal model and beamformer setup.

1. INTRODUCTION The noise reduction scheme used in this contribution isotiegi

in Fig. 1. With two 3-channel behind-the-ear (BTE) hearind a
shells mounted on a Briiel & Kjeer (B&K) head and torso simula-
tor (HATS), 6-channel head related transfer functions (AH&Wwere
recorded in an anechoic room and in an office environmengpeyr-
ation timereo = 300 ms) from different directions. A moving target
hsignal was generated by filtering a speech signal with tianging
HRTFs that change due to a pre-defined virtual azimuth pagh 2l
Real-world environmental noise has also been recorded &fede:
ria and in an office room. Additionally, an artificial diffuseise has
been generated by summing up a speech-colored random hatse t
was filtered with HRTFs from all directions to simulate a nyli-
cal 2D-isotropic noise field. The moving speech signal wasechi
with the noise signals at different signal-to-noise rati®bIRs). In

Multi-channel noise reduction schemes are promising swistfor
hearing aids as they are capable to exploit the spatialilslision
of the interfering signals. Thus, they lead generally te Isignal
distortion than single-channel noise reduction algorghFor head-
worn microphone arrays it is usually assumed that the |dméetion
is fixed at zero degrees, and that the user always turns higror
head towards the desired signal. This may become unsatisfyr
the hearing aid user in particular for algorithms with a higtatial
selectivity and if the signal of interest is moving. In thisntribu-
tion a combination of a binaural beamformer [1, 2] and an mattic
steering (electronic control of the look direction) basedire Gen-
eralized Cross Correlation (GCC) approach by Knapp anceCgt
is applied. The importance of a proper model of wave propagat
is investigated for a head-worn DOA-beamformer systemihenr
more, the performance of the system is evaluated in termstof e 60— - Pl ‘ ‘
mation errors and signal-quality by means of objective @gtzal 40 . 7
measures that are based on models of the auditory systenh Wi N
these measures the influences of inevitably occurring estim er-
rors can be quantified on a perceptual scale. Based on thad&sre
the optimum compromise between algorithmic complexity laei-

g
N
=]

azimuth /°de
N
o

efit can be derived. 60 T trutg aztimuth : . : i
Notation: Vectors and matrices are printed in boldface while -80 ?s 'ma? ‘ ‘ ‘ ~/ ]
scalars are printed in italick is the discrete time index and the 0 1 2 3 4 5 6 7 8

discrete frequency index. The superscripts’, and” denote the time /s

transposition, the complex conjugation and the Hermitiansposi-

tion, respectively. Fig. 2. Virtual azimuth path of moving speech source and its esti-

mate for HM2 at 12 dB SNR.

Work supported by EC (DIRAC project IST-027787), HearCoroj&ct
(IST-004171), BMBF and DFG Fig. 1, X;[m] denotes the audio-signal transformed into the fre-



guency domain by use of the short time Fourier transform {§TF
wherei = 0..5 is the channel index. A DOA detection algorithm
estimates the target signal’s azimuth an@levhich is used to steer
the beamformer to this direction by means of the propagatem
tor d[m, ©]. The beamformeW [m, O] generates a single channel
outputY;[m] via the well known Minimum Variance Distortionless
Response (MVDR) approach [4]:

D3 mldim, 6]
dH[m, G]I‘;\,%V [m]d[m, 6]

W(m, 0] = 1)

)
O] i = 0.N =1 (3)

d[m, ©]

[do[m, O], d1[m, ©), ..., dx—_1[m, O]

; fs o
= |di[m,©]|e~7*mm AT

The fixed noise-field characteristic is coded in the coherena-

trix I'ev [m] which additionally influences beamformer properties

directivity and susceptibility to white noise, and thereftnas to be
constrained [4, 1]. Bothd[m, ©] andI'n ] depend on to the as-
sumed wave propagation model which may differ from the teusl
generally unknown) wave propagation from the source to tieean
phones. We distinguish four models, free-field (FF), twochewd-
els (HM1 [5], HM2 [6]) and the measured anechoic transfeicfun
tions from the source to the head-mounted hearing aid nticnop
array (HRTF). The simplest approach is to use a free-field-/ fa
field assumption (FF), i.e., the sound propagation is madatea
plane wave without interfering objects in the propagatiathp For
FF, d[m, ©] has unity magnitudeld;[m, ]| = 1 V(i,m,®) and
constant group delay[m, ©] = 7[©] that can be calculated from
the inter-microphone distance and the angle of incidenoeh&ad-
worn arrays it is beneficial to include knowledge about héwdiew
and diffraction effects [1, 11], especially for lateraldgat signal
sources. Thus, head models by Duda et al. [5, 6] are appliechwh
are effective parametric models that are based on the dhdmac
tics of a sphere. In HM1, the interaural time difference ()TdDes
are modeled by Woodworth and Schlosberg’s frequency indepe
dent ray-tracing formula. The gross magnitude charadiesisf the
HRTF spectrum, namely the interaural level difference (lldDes,

are covered by a first order IR head shadow filter which also ac

counts for an additional frequency dependent delay at leguen-
cies [5]. In HM2, near-field effects and interference efettiat in-
troduce ripples in the frequency response which are quaimjrent
on the shadowed side are incorporated as described in [6pdEb

head models (HM1, HM2) the frequency dependent group delay g5 %0 30 0 30 eo‘-": %
7[m, ©] and magnitude have to be calculated for each microphone

and angle of incidence due to [5, 6]. For HRTF, the propagatéx-

signal direction©.p¢, at the left and right reference microphone,
respectively. @y, v, [m], ®x,x,[m] and ®x, x,.[m] are the power
spectral density estimates for the signg$m/|, X;[m], X,.[m], re-
spectively. As depicted in Fig. 1 we chose channel 3 and 4fas re
erence channels for the left and right site. For a detailedyais of
the binaural output see [1].

3. DIRECTION OF ARRIVAL ESTIMATION

Direction of arrival estimation is done by estimating thgrsil de-
lay between microphone paii k], z k] via the PHAT-GCC (Phase
Transform Generalized Cross Correlation) [3] which hasipreven
to give reliable estimates for various environments:

@)

Tq = arg max R, [k]
k

with the (PHAT) generalized cross correlation [3]

Lprr—1

>

m=0

1

— (I)wll'T [m] e
Lprr

27
J mk
)M , k=0..Lprr—1
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Typical signal delays that occur between the left and rigltron
phones are abost3us/1°deg in the range of:30° deg. For a sam-
pling rate of 16 kHz these afe5° deg per sample. Thus, an appro-
priate oversampling of the generalized cross-correlalign.,. [k] is
suggested.

The time-delay of arrival due to diffraction is longer fotdaal
signals then expected in the free-field case. Thereforartteedelay
corresponds to other angles of incidence for the head maokiais
for the free-field. Fig. 3 depicts deviations that occur dua twrong
delay-to-azimuth mapping. Fig. 3(a) shows the time delarofal
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tor d[m, ©] equals the measured anechoic 6-channel HRTF for the

angle of incidenc®. I'yn[m] can be estimated for a cylindrical
isotropic diffuse noise field by integrating the propagati@ctors
over all directions®. For FF, this solution can be calculated via the
Bessel function of the first kind of order zero. For the whitése
gain constraints and further details see [4].

The binaural output is calculated by a real-valued timeyivar
post-filter based on [2] that is controlled by the monaurarbe
former outputyy:

(|dl [mv @”2 + |dr[m7 @”2) CI)Ybe [m]

Hgin|m] = By (7] T Bxx, ] (4)
Yi[m] = Hpin[m]Xi[m] ®)
Yrim| = Hsin[m]X,[m| (6)

Here X;[m], X-[m] (see Fig. 1) denote the reference input sig-

Fig. 3. Azimuth error for different time delays; and propagation
models.

between the microphones[k] andz, [k] against the azimuth angle
for different propagation models. BetweetB0° the dependency
is almost linear and only little deviations between the pigation
models exist. For more lateral angles the differences asaalue
to the increased traveling time of the sound signals arobacht-
man head. In Fig. 3(b) the deviation of the estimated angl¢h®
propagation model and true angle as determined from theurezhs
HRTF is depicted. Note that for the free-field model (FF) gslbe-
yond £0.5 ms are assigned t#%90°. Therefore, the azimuth error
decreases for values beyond these maximum delays. The gday a
black bars show the corresponding values in (a) and (b). nthea
seen that the head models give a better approximation ofrtiee t

nals andd;[m], d-[m] the propagation coefficients for the estimated time delay than FF assumptions. Although the group delaythto



head models are frequency dependent [5], these effectaratied  tion of arrival, respectively.A is the set of frames where speech is
here as they only apply for low frequencies (< 200 Hz). A maxi-present and.A| its cardinality. In artificial diffuse noise, Fig. 4(a),
mum tracking speed of the DOA estimator is limited125° /s as  the mean azimuth error for the head models is bel6Wdegree at
described in [11] to avoid sudden peaks in the DOA estimade th an SNR of—2 dB and falls belowl0° for an SNR> 2 — 4 dB de-
lead to severe disturbances of the subsequent beamfornsempde  pending on the exactness of the model. The measured (ingeact
speech activity detector based on the magnitud®.9f.,. [k] is ap-  generally unknown) HRTF shows the best performance foltblae
plied by updating the DOA estimate only/,, ., [k] is greaterthana HM2 which seems to be a feasible approximation. Assumingrfre
threshold<. During speech pauses a tracking algorithm based on theld, e is persistenth3 — 7 © greater than for the head models.
last estimates continues the update of the azimuth estinites- The performance for this algorithm in a recorded real-woftd
ever for the application in a hearing aid it might be usefuapply  fice environment with ambient noise, Fig.4(b), is worse-atdB
more sophisticated tracking algorithms that increase dbastness SNR than for artificial diffuse noise, bag also falls below 10 for

of the estimate while at the same time allowing for a quickngga  an input SNR> 5 dB for the head models. Compared to the results
of direction due to a moving speaker. Here, our main focusdie  gained in [11] where a DOA estimator based on the dual detey li
understanding the principle problems due to imperfect @gagion  approach was evaluated, it can be can be stated that the GIBT-P

models. algorithm performs much better, particularly in noisy cibiots.

4. QUALITY ASSESSMENT o i

% - T HM2 _g

It has been shown in Fig. 3 that the assumption of an imperfecojg15 — OE”’
propagation model leads to systematic errors in the esomaif g | g
the signal-source direction. As we are interested in theénite of £ g10
these estimation errors on the performance and signaltydadire- % -% )
alistic scenarios we propose three performance measures. T T T T
SNRE: The SNR-Enhancement (SNRE) is the difference of the SNR input SNR / dB input SNR / dB
at the output of the beamformer and a reference input-SNE, bo (8) Articial diffuse noise (b) Office noise
measured in dB. For binaural systems the SNRE is calculaged b
tween the left (right) output of the binaural post-filter ahe left Fig. 4. Mean DOA error in different noise conditions.
(right) input at the reference microphone, respectively;stmply
taking the mean SNRE a better-ear effect would be ignored. 5.2. Objective Perceptual Quality of the whole system

PSM / APSM: The quality measure PSM from PEMO-Q [7] es-
timates the perceptual similarity between the processgthkand
the clean speech source signal. It has shown high cornetatie-
tween objective and subjective data and has been used fbtyqua
assessment of noise reduction schemes in [1, 8, 9]. PSMaisese
with increasing (input) SNR. As we are interested in the ityiah-
hancement introduced by the algorithm, we use the deducedure
APSM that is calculated as the difference between the Pesaept
Similarity Measure (PSM) of the output and of the unprocesae
put signal.

Binaural SRT / ASRT: The speech reception threshold (SRT) is
defined as the signal-to-noise ratio (SNR) at 50% speecHhigite
bility. In [10] a binaural model of speech intelligibilitydsed on the
equalization-cancelation (EC) processing by Durlach heehbde-
fined which is able to predict the SRT with high accuracy. H th
estimated SRT for the output of a noise reduction schemanisrio
than for the input signal this means that the speech inieillity has
increased due to the algorithm. However, as the speecligitidity

is a nonlinear function of the SNR and other signal featuoes s1s
the preservation of binaural cues, we use the differencedsst out-
put and input SRT, namely th&SRT, as an indirect measure for the
increase of intelligibility. The binaural SRT measure asaiided

in [10, 1] assumes a spatially stationary source configamaflo be
applicable to moving sources it had to be extended to a bldsk-
measure with subsequent averaging across blocks.

Fig. 5 shows the performance measures described in Sectver4
the SNR of the input signal (SNR). If not indicated otherwise,
results are shown for the diffuse noise. The Signal to NoiagoR
Enhancement (SNRE) in Fig. 5(a) slightly decreases witrea&ing
SNR;,, which is a fact common to all noise reduction systems as for
infinite SNR,,, the SNRE converges to zero. The ideal system (solid
black line) hasa priori information about the direction of arrival
and uses the measured HRTF as a propagation model. Theriefore
should set the upper performance limit. Also, it would beestpd
that the systems with the most exact propagation model (HiREF
HM2, before HM1 and FF) have the highest SNRE. However, this
is not seen in the right channel where FF (solid green) ceold$42
(dashed blue). This is an artifact of the broadband SNRE nneas
that is suboptimal for quality assessment, as it does norjacate
signal distortions. For PSM in Fig. 5(b) the ranking behaagex-
pected: The ideal system sets the upper limit and the systiém w
the fixed look direction t@° shows the worst performance. The
absolute PSM (not shown here) for the ideal system lies latwe
0.6 and 0.9 (where values close to 1 mean that the signaldspier

ally undistinguishable from the clean speech [7]). A negaiPSM
shows a signal degradation compared to the unprocessed, 8qn,

FF and O fixed at SNR>12 dB. For the head mod&i®SM is con-
sistently higher than for the fixed system, whereas for FFjtiaity
enhancement is marginal. Fig. 5(c) shows the decrease 8pibech
Reception Threshold (SRT) due to the noise reduction tisat ia-
corporates the speech intelligibility benefit due to thespreation of

5. SIMULATION RESULTS binaural cues. Again, the ranking is consistent with thetess of
the propagation model. For input SNR values where the DOA est
5.1. DOA Estimation Error mation has low errors, HM2 and HRTF have less thandB higher

SRT than the ideal system. For FE&SRT lies1.5 dB higher than
for the ideal system. All self-steered systems with headetsddave
a lower SRT than the system fixed(® degree look-direction for all
gation models. Here) and® are the true and the estimated direc- SNR;,, whereas for FF this is the case at an SNR 3dB. In those

Fig. 4 shows the mean azimuth estimation error of the DOA-algo
rithmeg = ‘—j\‘ >4 © — © over the input SNR for the four propa-



cases steered systems are superior to fixed systems fovdreigi
put signals. Fig. 5(d) and 5(e) show the performance forweald
recordings in the office room mixed with (d) office ambientsgoand
(e) babble noise from a cafeteria. ASRT close to the ideal system
indicates a good performance which is given for the head lmade
a SNR,, > 4 dB for the ambient noise (d) and a SR> 9 dB for
babble noise (e). For FB.SRT is significantly higher in (d) and itis
close to the fixed system in (). In summary it can be stateéddha
the difficult cafeteria noise condition where sudden cates noise
sources may occur, DOA estimation performance for a fastimgov
target signal source at low SNR is poor. However, for inpuR3N
>9 dB automatic-steered systems are favorable, given aojppate
propagation model.

6. CONCLUSION

We presented a self-steering multi-channel noise reducystem
with binaural output applicable to hearing aids. Estimatgorors
have been analyzed under the assumption of different waygapr
gation models. For a fast moving speech source under ditfeim-
ulated and real-world noise conditions, algorithm perfance was
evaluated using technically based measures and objeeticetual
quality measures based on auditory models. The results #raiw
for signal-to-noise ratios (SNRs) greater -2 dB self-gtepsystems

are superior to fixed systems if a certain complexity of theppr —0.5} iéjf?‘i'xed |
gation model is met. The DOA-beamformer system performs bes —1.0p| 77 HRTF

in diffuse or ambient noise conditions. However, in difficubise
conditions such as cafeteria noise, the performance ig lthaa for
a simulated system with a priori knowledge about the dioectf
arrival.
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Fig. 5. Objective quality assessment of DOA plus beamformer sys-
tem with different wave propagation models
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