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Abstract

In this contribution different microphone array-basedseaieduction schemes for hearing
aids are suggested and compared in terms of their perfoamaigmal quality and robustness
against model errors. The algorithms all have binauraldwdpd are evaluated using objec-
tive perceptual quality measures [L7] 18, 21]. It has beewslearlier that these measures
are able to predict subjective data that is relevant for #sessment of noise reduction al-
gorithms. The quality measures showed clearly that fixedhb@aners designed with head
models were relatively robust against steering errors gdwefor the adaptive beamformers
tested in this study the robustness was limited and the eahedito higher noise reduc-
tion depended on the noise scenario and the reliability dfection of arrival estimation.
Furthermore, binaural cue distortions introduced by tHiemint binaural output strategies
could be identified by the binaural speech intelligibiliteasure([2[1] even in case monaural
quality values were similar. Thus, this perceptual qualityasure seems to be suitable to
discover the benefit that the listener might have from thecetf spatial unmasking.
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1 Introduction

In modern hearing aids multi-channel noise reduction sesebased on small microphone arrays are
used for speech enhancement. These algorithms explop#talsconfiguration of the interfering signals
and therefore generally lead to less signal distortion aglaen noise reduction than single-channel enve-
lope filters. The human ability to separate sound sourcesanmgolex situation, namely the cocktail-party
effect, partly arises from the use of binaural localizatoies. If binaural information is lost or distorted
by the processing, the hearing impaired listener may notemesle of the effect of spatial unmasking
as efficiently as in the undistorted binaural condition. Trtelligibility improvement introduced by a
spatial filter is counteracted by the decrease due to theiaketied efficiency of the spatial unmasking in
this case. Although bilateral supply with hearing aids igigabed by a better directional-hearing ability,
it has been shown in[1] that binaural cues are distorteceitiaring aids at the left and right ears work
independently. Therefore, researchers have suggestedpinane array based binaural spatial filtering
techniquesl([2,13,14,/5] that assume a connection betweeefthanid right hearing aid. In this study we
analyzed fixed and adaptive beamformer algorithms, thdbia priori knowledge about array posi-
tion, wave propagation and direction of arrival as theseng|ebe slowly varying parameters that can be
estimated and used for the adaptation of the algorithmerrmtion about the voice activity which might
also be helpful for noise estimation was not used here. Thmfmmers that were calculated using the
constrained minimum variance distortionless response@RYdesign[[6] had single channel outputs
that were extended by a binaural stage. Three differertegies for generating a binaural output have
been applied and evaluated by perceptual measures. Fudherthe robustness of fixed and adaptive
beamformers using different propagation models has besgzat against steering error, array position
and head-size mismatch by appropriate perceptual quaéigsores.

2 Acoustical Setup

Figure[1 shows schematically the acoustical setup and thedicate system used for defining micro-
phone positions and sound source directions. 6-channglsigl/ = 6) have been recorded from two
3-channel behind-the-ear (BTE) hearing aid shells (Siendeuris) mounted on a Briiel & Kjeer (B&K)
head and torso simulator (HATS). The impulse responseg {tRall microphones have been measured
with this setup in an anechoic room for azimuth directiofAis80° in 5° steps at an elevation 6f (hori-
zonal plane). In the following these are referred to as Gwobbhead related transfer functions (HRTFS)
in the frequency domain that include head-shadow and diftna effects, and the characteristics of
the microphones. Similarly, HRTFs have been measured irffao@ @nvironment (reverberation time
760 = 300 ms). Directional target speech and interfering noise ssymeere calculated by filtering
source signals with these HRTFs. In addition, real-worldrenmental noise has been recorded in a
cafeteria and in an office room. Furthermore, an artificitilde noise has been generated by filtering a
speech-colored random noise with the anechoic HRTFs frbdiraktions and summing up all filtered
noise signals. This signal simulates a cylindrical 2Df@piC noise field. From the database of 6-channel
directional speech and noise signals various mixtures haege calculated for different signal-to-noise
ratios (SNRs). For condition 1) the input signal was comgosem two directional signals filtered
with HRTFs (target and interferer froB0° (front-left) and—135° (back-right) azimuth, respectively)
and mixed with the recorded cafeteria noise to generaterato@aalistic scenario. For condition 2) we
used only one directional signal (speaker from @6ft)) mixed with an artificial diffuse noise. The 30
direction was chosen because it is asymmetric to the arrdytiers a more general assessment of the
beamformers properties than a fixédi@ok direction.

3 Algorithm

Figure[2 shows the block diagram of the noise reduction sehehich will be described in the follow-
ing. Note that the algorithm is not limited to the 6-chanretlg used here but applies to any M-channel
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Figure 1: Acoustical setup: Two linear microphone arragsnaounted bilaterally on a B&K HATS. Each
array consists of 3 hearing aid microphones mounted in argeard shell with a distance of
ca.8 mm. The frontal direction is the x-axis which is equal to aimazh angled = 0° and an
elevation angle> = 90°.

microphone array mounted near to a head. Throughout the,pagmors and matrices are printed in
boldface, scalars in italicst denotes the timey the radian frequency and k the block-index. The su-
perscripts’, * and? denote the transposition, the complex conjugation and treniian transposition,
respectively.

3.1 Signal model

The multi-channel signat(t) = [zo(t), z1(t),...,zp—_1(t)]T (Fig. [dI2) is assumed to be a mix of
the directional signak(t) and a noise signat(¢). In the frequency domain the signal model can be
formulated as

X(w, k) = ds(w)S(w,k)+N(w,k) 1)
S(w,k)

where the capital letters denote the time-frequency toanmsdd signals ofc, s, andn calculated by a
short time Fourier transform (STFT). The propagation vedg(w) = d(w,fs, ¢s) is the vector of
transfer functions between the source sigsi@b) and the signal vecto$ (w) observed at the sensors. In
general, the propagation vector for a signal source comimm the azimuth anglé and the elevation
angle¢ is

d(w797¢) = [dO(w797¢)7d1(w797¢)7"' 7d1\/[—1(w707¢)]T (2)
where the transfer function to a microphane 0... M — 1is
di(w,0,9) = ai(w,0,¢)e W00 (3)

with the amplitude spectrum;(w, 0, ¢) and the group-delay;(w, 6, ¢).

3.2 Beamformer

A fixed filter-and-sum beamformer can be designed in the ragu domain to produce a monaural
output that contains less noise energy than the multi-alanput signalX by

M-1
Yiw k) = > Wiw)Xiw,k) =W (w)X(w,k). (4)
=0
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Figure 2: Multi-channel beamformer system with binauraipott W is the fixed beamformer filter,
B denotes the blocking matrid , is the adaptive filter, andi, is the filter that generates a
binaural output from the reference microphone sigdéi$= X;) and X3(= Xpy) at the left
and right ear.

The optimal filterW can be calculated by the well-known Minimum Variance Ditoiess Response
(MVDR) solution [6]:

W(w,0,¢) = (5)

(I>NN_1 (w)d(wa 97 (b)
d?(w,0,0)® NN Hw)d(w, 6, P)

where® nn ! denotes the inverse noise correlation matrix which is dised il 3.412.

The fixed beamformer can be extended by an adaptive noiselation path which consists of a
delay- (and amplitude-) compensation step, denoted by dlay @ompensation vectagr, followed by
a blocking matrixB (producing the noise referenc€’) and an a multi-channel Wiener filter that is
adapted to cancel out noise components K&andY; have in common. The (element-wise) Hadamard
product of the delay compensation vecgoand the propagation vectakshould result in a zero-delay
vector with amplitudd.:

ped = 1=[1,...,1]" (6)
Thus,p is defined by

dO*(w797¢) dl*(w707¢) dM—l*(w797¢) 4
|d0(w7 97 ¢)|2 ’ |d1(w7 97 ¢)|2 T |d1\/f—1(w7 97 ¢)|2

and the blocking matrix (which isf@/ — 1 x M] - subtraction matrix) i [6]

p(w,0,9)

(7)

1 -1 0 0 ... 0
0O 0 0 0 ... 0

B = | . . . . .. (8)
0 0 0 1 -1

the noise reference matriX’ at the output of the blocking matrix is:
X'(w, k) = B(p(w,0,¢)e X(w,k)) 9)
The multi-channel Wiener filter is designed with

H,(w) = ®xx '(w)®xy; (W) (10)



where the PSD-matri® x- x» and the cross-PSD row vectdrx-y, denote expectation values defined
by

Pxix(w) = B {X’(w)X’H (w)} (11)

In practice,® x- x» and® xy; are calculated by recursively averaging instantaneous-tihe spectra:
®xr x1(w, k) = a® xrx0 (w, k — 1) + (1 — a) X (w, k) X (w, k) (13)
P x1y; (W, k) = a®xry; (w b — 1) + (1 — a) X' (w, k)Y (w, k) (14)

Therefore, also the filteH , is slowly varying over time and the noise estimate of the adaypath,Y,
is calculated by

Yo(w,k) = H[(w,k)X'(w,k) (15)

which then can be subtracted from the fixed beamformer osiptihat we get the monaural output of
the Generalized Sidelobe Canceller (GSC):

Z(w k) = Yf(w7k) — Yy (w, k) (16)

In summary, we get the monaural outputs of the two beamfotypess:
fixed: Z(w,k) = Yi(w, k) =W (W)X (w,k) (17)
adaptive:  Z(w, k) = WH(W)X(w, k) — HE (W) X' (w, k) (18)

Thus, the difference between fixed and adaptive beamfororaists of an additional noise subtraction
path which can be added to the fixed beamformer. Note, thatrtpmal GSC|[7] uses a standard delay-
and-sum (D&S) beamformer in the fixed processing path, vélsevee use an arbitrary superdirective
design here, which is discussed below.

3.3 Binaural output
The output can be extended to a binaural signal with left atd output signal,;, andY,r
Yo(w, k) = [Yor(w, k), Yor (w, k)] (19)

with different strategies.

3.3.1 Target signal phase reconstruction

The simplest solution might be to reconstruct the phase amlitade response of the target signal by
multiplying the monaural output with the propagation caidfintsdy,, dr that relate to the reference
microphones (denoted ag andx in Fig.[1) at the left and right hearing aid array, respetyive

}/E)L(w7k) = dL(w797¢)Z(w7k) (20)
%R(w7k) = dR(w,H,qﬁ)Z(w,k) (21)
However, this can only reconstruct the gross magnitude aadepcharacteristic of the target signal that

is included in the assumed propagation model whereas tletaihinformation of the interfering noise
signal is lost.



3.3.2 Binaural post-filter

A method to preserve the phase of both, signal and noise,eegdlized according t0[2] by applying a
real-valued time-varying post-filter to the reference mjtrone signals(;, Xr:

(|d(w,0,0)* + |dr(w,0,9)|?) zz(w, k)

i k) = Cx,x, (W, k) + Pxpxp (w, K) (22)
Yor(w k) = Hy(w, k)Xr(w) (23)
Yor(w k) = Hp(w, k)Xgr(w) (24)

®77,Px, x, and®x,x, denote the power spectral density estimates for the signals;, Xz, re-
spectively. In practice, these can be estimated by re@lysamoothing instantaneous signal powers.
The binaural post-filter can be interpreted as a singlefoflagnvelope Wiener filter applied to both ref-
erence channelX’;, X . Additional gain rules known from single channel noise & systems can
be applied here.

3.3.3 Bilateral Beamformer

To investigate the behavior of two independently workingaiaeral beamformer$¥V, (left) and Wgr
(right), the system depicted in Figurke 2 can be split into s$wbarrays wher&X ;, = [ X, Xo, ... Xa/—2]
denotes the signal matrix of the left subarray using the -enmenbered microphones anlg =
[X1, X3,... Xy—1] denotes the signal of the right subarray using the odd-ntedbenicrophones.
X1, X} are defined according t61(9) but for shorter blocking masriaad delay compensation vec-
torspr, pr, respectively.

Yir(w,k) = Zp(w,k) = W5 ()X (w, k) — H] (0) X 1(w, k) (25)
Yir(w,k) = Zr(w,k) = WR" (W) X g(w, k) — HJ (w) X' g(w, k) (26)

The subarrays do not need to be restricted to one side butsgaany combination of microphones
from both sides if a connection between the bilateral areeysts. In the case of a complete bilaterally
connected system every filter gets the compldtehannel information. However, in this case additional
constraints have to be included into the beamformer desigattially reconstruct the binaural informa-
tion of the target and noise signal. A detailed analysis @h @iinaural systems for two microphones can
be found in[5] and for six microphones inl [8].

In summary, three different methods that produce a binautplut can be distinguished. In the follow-
ing, the signal phase reconstruction method is denotedibs BR), the binaural post-filter as (BIN_PF),
and the bilateral system using only the left (respectivadyt) subarray is denoted as (BIN_BL).

3.4 Influence of different propagation models on the beamfaner design

The fixed beamformer coefficients given by (5) ideally redacwise field with the correlation matrix
&y under the constraint of an undistorted signal responsedrdésired look direction. The more
exactly® y is known, the higher is the noise reduction performance. alizence of distortion for the
MVDR beamformer, however, is only given if the propagationdal d used for the beamformer design
and the true signal wave propagation veelgrperfectly match. In general, the exact transfer functions
dg are unknown and several assumptions about the wave propagatist be made. The influences of
the exactness of the propagation model on the beamformiarpemce are discussed below.

3.4.1 Propagation vector

All effects could be perfectly integrated into the beamferrdesign if the transfer functionés could
be measured in the situation of interest, including the roeesponse, the head-shadow and diffraction

a superposition of many unknown noise signals



effects, and the microphone characteristics. Howevers@mating the room response for a given target
signal is not feasible under realistic conditions the sddoest solution is measuring the anechoic transfer
functions of the system including the head-influences amdnticrophone characteristics. It may be
useful for the beamformer design to normalize the measuredhmic HRTFs to the transfer function of
a left/right reference microphone for the target directign= 0° [9], because the aim is not to reconstruct
the targetS itself but its corresponding signals observed at the tweregfce microphones at the left and
right ear. To establish a reference propagation model thesmalized HRTFs are directly used as a
propagation vectod in (). This model will be referred to as HRTF in the following

If the anechoic HRTF is not available, the gross head-shadwhidiffraction effects can be modeled
by the wave propagation observed on a rigid spHherg [10, Ht]h&ad-models, botl, and7; in (@) are
angle and frequency dependent. In general, it is assumeththéarget source is approximately in the
horizontal plane, i.egs =~ 90°. Therefore, the elevation angfge; will be disregarded in the following
for the head-related wave propagation models used in thi/stThe first head model (HM1) by [11]
is a simple and effective parametric model that estimatestiaracteristics of a sphere. The interaural
time difference (ITD) cues are modeled by Woodworth and &tydrg’s frequency independent (ray-
tracing) formula. The gross magnitude characteristice®@HRTF spectrum, namely the interaural level
difference (ILD) cues, are covered by a single-pole, sizgie® head-shadow filter which also accounts
for an additional frequency dependent delay at low freqigsncFor each microphone of the array an
angle of a ray from the center of the sphere to the microplfpne= 0... M — 1, can be calculated.
Choosing the angle to the desired sound sodgcand some additional model parameters (e.g. sphere
radiusr = 8.2 cm, speed of sound, fitting parametets;,, 0.:», See [11]), the transfer function is
calculated by

d(w,0s) = [Huw(w,0s,00, params), ..., Hya(w, 05, 01, params)]” (27)

The second head model (HM2) |10] additionally incorporakesdistance of the source for modeling
near-field effects and interference effects that introdipgaes in the response that are quite prominent on
the shadowed side. It is numerically calculated by a reearaligorithm given in[[10]. The propagation
vector is built similar to HM1[(2]7)

The far-field assumption implies that all microphosesthe target sound wave arriving from the same
angles {s, ¢s) as a planar wave. Additionally assuming free-field (FF), ne objects inside the sound
wave path and a unity microphone respoage, 6, ¢) = 1, V(w, 6, ¢, i), the propagation coefficieritl(3)
simplifies to

d(w,0s,5) = e—ijoo(Gs,qﬁs)’ . e—ijOMﬂ(@s,(bs)]T (28)

where7y; is a constant group delay measured between a referencepimicre0 and microphone.
The group delay can easily be calculated based on the mmnephrray geometry wheilg; is the
vector difference between a reference microphoa@&d the microphong c is the speed of sound, and
er(0s, og) = [sin(fs) cos(ps), sin(As) sin(pg), cos(¢g)]” is the unit vector in target direction:

T
10i(0s, ¢s) = M (29)

Thus, under the FF assumption the beamformer can be dedigoadng the relative microphone posi-
tions and the direction of the target signal.

3.4.2 Noise correlation matrix

Thenormalizedcross power spectral density matrix of the noise is defined as

gNoNo Ewg gNONl Ewg gNONN171Ew§
1 N No\W NNy (W N{Na_ (W
San(w) = — 1'0 1'1 1 1v.1 1 (30)
Oy (w) : : : :
PNy N (w) PNy N (W) ... <I>N1VI—1N1VI—1(W)



where the normalization factap v (w) forces the trace of nn to equalM. In the MVDR beam-
former equation[(5) the inverse of the noise correlatiorrixa® ', can be interpreted as a decorre-
lation of the noise components includedXh The simplest noise model makes the assumption that the
noise is already uncorrelated, i.e. no further decor@tais needed, and therefore it has a correlation
matrix

PNNw)=®nyny = I=dnN ! (31)

The optimal MVDR beamformer design for uncorrelated nosads to a delay-and-sum (D&S)-
beamformer (akaconventionabeamformer):

d(w) d(w) 1 .
& ()d(@) =S @) Md(w), a;(w) =1Vi (32)
By summing up uncorrelated noise and correlated signal ocoewmts the theoretical SNRE is
10logo(M) dB, i.e.,~ 7.8dB for M = 6 Microphones. However, natural sound sources in general
are spatially correlated and this knowledge can be usedsigrisuperdirectivebeamformers that have
a higher directivity compared to conventional beamformespecially for low frequencies. The corre-
lation function of the noise depends on the frequency anditance of the microphones. It can either
be measured by long-term averaging the cross spectraltidsnBiy, x, between the microphonesk
during speech pauses, or estimated by using the same sapapption model that is used fdr which
is shown in the following. The cross-spectral density ofgnal () arriving from azimuth anglé as
observed between the microphoriesdk is

W (w)

xix, (@, 0) = E{Q)di(w,0)Q"(w)dy(w,0)} (33)
= q)QQ(w)di(w7 H)dlt(w7 ) (34)
= Doo(w)ai(w,)ay(w, §)el< @) =mw.0) (35)

The noise cross-correlation matrix of all noise sourcesbeanalculated as the sum of individual noise
cross spectral densities arriving from different azimuteationsé,:

q)NiNk(w) = Z(I)XiXk(w79v) (36)
0y

If the directions of individual noise sourcésare unknown (which is mostly the case) the assumption
of homogenously distributed sources is often made. Twacalyi used noise characteristics can be
distinguished: 2D- or cylindrical isotropic noise whicheisuitable model for rooms with comparatively
high damping of ceiling and floor and 3D-isotropic diffusenoise which is a model for noise sources
homogenously distributed on a sphere, i.e., no prefermegttiliity. For free-field assumptions the noise
models can be calculated analytically by solving the irdegwer an infinite number of noise sources
from all directions. The characteristic of cylindrical ismpic noise is:

Cc

q)NiNk(w) = JO (wll—k> (37)

where Jy is the zero-oder Bessel function of the first kirigl, the distance between the microphones
1 andk andc the speed of sound. Beamformers using this noise model iy a2 modified for an
optimal front-to-back ratio by adjusting the angle limitstle integral [6]. For spherically homogenous
isotropic (diffuse) noise the integral over all azimuth abelvation angles leads to the well-known sinc-
characteristic in free-field:

: lik
ik I;
Oyn, (W) = M = sinc <w—k> (38)

However, for head-related systems these solutions of tegrals are not valid due to the more general
definition of the propagation vectat. In this case, the integrated HRTFs have been approximated b
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summing over the propagation vectors from all directiomgsq. [38){(36). In summary, the different
noise field models that were used are uncorrelated nois@incylindrical isotropic noise (diff2D),
spherical isotropic diffuse noise (diff3D), HRTF integrdtnoise (intHRTF) and long-term measured
noise from real-world recordings (measured). For stghiiasons of the beamformer design the noise
correlations matrices have to be mixed with a certain amotmhcorrelated noise which is evaluated in
sectiorb.

3.5 Algorithm combinations

The different propagation models, output types, and algorisettings are summarized in Table 1. All
combinations are possible and a subset of combinations vaisated (see sectibm 4).

Output Type| Wave Propagation Model | Noise field modef nny | Beamformer type
BIN_PR HRTF uncorr fixed
BIN_PF HM2 diff2D adaptive
BIN_BL HM1 diff3D

FF iNtHRTF
intHM2
measured

Table 1: Algorithm combinations

4 Evaluation methods

For microphone arraysignal- independenteasures exist to evaluate the theoretically performance
to be expected for different noise field characteristicsesehmeasures allow a rough estimate of the
beamformer performance and are helpful for the numericplstdent and optimization towards the
desired system properties. In this study, modificationsxistiag measures that are suitable for head-
worn systems are suggested and discussed below. For a raboeatke performance analysis, simulations
with realistic signals, such as real-world recordings omaqtype array-system have to be done. The
signal-dependerdindsignal-independernperformance measures are described in sedtiohs 4[1 dnd 4.2.

4.1 Signal-independent performance measures and the inflnees of the head
4.1.1 Array gain

The array gain is a measure that shows the improvement ofNke litween the input signal of one
sensor and the output of the array. It is defined by

o SNRout(W)
Gi(w) = m (39)

If the input SNRs of all microphonesSKRi, o ... SNRi, v—1) are the same, then the array gain can be
calculated for an arbitrary noise fieielnn by [6]

(W (w)ds(w)?
WH(w)QNN(w)W(w)

Gilw) = G(w) (40)
If the beamformer coefficient¥¥ (w) are designed based on the true wave propagation vdgtar),
the nominator in[(40) equals, which means a distortionless response. However, if thpggation
modeld(w) in the beamformer design is changed or simplified comparéketdrue wave propagation
dgs(w), the nominator shows the amount of signal distortion. Theod@nator that is to be minimized

11



by the beamformer shows the amount of noise reduction. Fad-lm®rn systems it is interesting to
calculate the improvement compared to the source signakedett and right ear position. Therefore,
it is suggested to calculate the head-related array ganguke target signal power as observed at the
reference microphones for the left and right head side:

_ G(w)

O = G @
_ G(w)

Grlw) = ldr(w, 0s)[? (42)

Hered;,dr are the measured signal transfer functions to the left/rigference microphone, respec-
tively. Note, that for free-fieldsy = G, = Gg.

4.1.2 White noise gain

The White Noise Gain (WNG) is a measure that shows the aliditgduce uncorrelated (i.e., spatially
white) noise. Such noise can be associated to model errgrs pesition, amplitude, phase errors, and
self-noise of the microphones and is an important robustnesasure for microphone arrays. If the
WNG is small the beamformer is susceptible to uncorrelatgsen(and model errors), i.e., such noise is
increased rather than decreased. Thus, the WNG has to beditoia minimum?.

W @)ds(@)P _
WH@W ()

One of the most popular robust approaches to archive thieidiagonal loading algorithm [12,113] :

(BN (W) + p@) )" dw, 0, 9)
d"(w,0,9)(@nN (W) + p(w)I) " d(w, 0, 9)

However, the choice ofi(w) that limits the WNG to a minimum of? is not simple. It can either be
calculated in a multi-step iterative process|[14] or viacset order cone programming [12]. In this
study, an iterative method is used and the importance ottristraint is studied based on the perceptual
performance measures described in 4.2.

WNG(w)

(43)

W (w,0,9) (44)

4.1.3 Directivity Index

The directivity index is a performance measure for dirg@iomicrophones that shows the difference
between target signal suppression and the suppressiornisefcaming from all directions, i.e., isotropic
diffuse noise.

W (w)ds ()P ) us)

WH(w)q)NNdiﬂuse(w)W(w)
To have a scalar performance value, the frequency depedueativity index (DI) can be weighted by a

band importance functiom, for speech perception taken from the articulation indeX[8}. Thus, the
sum over all bands is

DI(w) = lOlogm(

DIar = Y apDI(wy) (46)
k

4.1.4 Beampattern

The beampattern shows the array gain for noise signalsragrivom different directions. Thus, in the
denominator of{(40) the noise correlation matdy is replaced by the correlation matrix of a signal
source in directio, ¢ with the assumed wave propagatién

®pp(w,0,¢) = dw,0,¢)d”(w,0,¢) (47)

12



The beampattern is

W @), () ) u8)

WH(UJ)‘I’DD(W7 07 ¢)W(w)

Note, that|H (w, 0, ¢)|> = 1 only for the special case whet#w, 0, ¢) = ds(w, 05, ¢5) accounting for
a distortionless response.

Common visualizations of the beampattern are polar diagromspecific frequencies or image
plots (frequency over azimuth angle, color-coded intghsit

|H(w,0,¢)]> = —10log, (

4.2 Signal-dependent performance measures

Signal-dependent performance measures allow for a momspreerformance analysis especially if
calculated on real-world recordings of typical acousteetnes. For the performance measures used
here, the separated desired signal and the noise signa$ban processed with the same time-varying
filters that have been calculated based on the mixture. Thihad, sometimes referred to sisadow
filtering, is basically appropriate in simulation environments vehigre signal processing is disclosed.
Given the target and the noise signals processed sepadiffdgent signal based performance measures
such as the SNRE as well as perceptual quality measures acatcodated accurately.

4.2.1 Signal to Noise Ratio Enhancement (SNRE)

The SNR-Enhancement (SNRE) is the difference of the SNReavtiput of the beamformer and a ref-
erence input-SNR, both measured in dB. For binaural systeenSNRE is calculated between the left
(right) output of the binaural system and the left (righpubat the reference microphone, respectively.
Although there exist many modifications to this measure, &y using short-time (segmental) SNRE
estimates or incorporating speech importance band wamhtie linear broadband SNRE is still an ap-
propriate measure that had shown high correlations witfestite data on the assessment of background
noise reduction [17]. Here, the SNR was calculated by takiegmean power of the broadband speech
component on a dB-scale(excluding speech pauses, i.eal dayels 60dB below peak level) minus
the broadband noise power in dB. For head-worn systemslalaperformance evaluation is relevant
because by simply taking the mean SNRE a better-ear effadtvibe ignored.

4.2.2 Perceptual Similarity Measure (PSM)

The quality measure PSM from PEMO-Q [18] estimates the jpéned similarity between the processed
signal and the clean speech source signal. It has shown bigblations between objective and sub-
jective data and has been used for quality assessment &f remlaction schemes in [19,]17, 20]. PSM
increases with increasing (input) SNR. As we are intereistéite quality enhancement introduced by the
algorithm, we use the deduced measfifeRSM that is calculated as the difference between the Peiadept
Similarity Measure (PSM) of the output and of the unproceéssput signal.

4.2.3 Binaural Speech Reception Threshold (SRT)

The speech reception threshold (SRT) is defined as the digamaise ratio (SNR) at 50% speech intel-
ligibility. In [21] a binaural model of speech intelligilily based on the equalization-cancelation (EC)
processing by Durlach had been defined which is able to grigicSRT with high accuracy. If the esti-
mated SRT for the output of a noise reduction scheme is Idwaar tor the input signal this means that
the speech intelligibility has increased due to the algorit However, as the speech intelligibility is a
nonlinear function of the SNR and other signal features sisaie preservation of binaural cues, we use
the difference between output and input SRT, namelyABdRT, as an indirect measure for the increase
of intelligibility. The binaural SRT measure as describe{fil,[19] assumes a spatially stationary source
configuration. To be applicable to moving sources it had texiended to a block-wise measure with
subsequent averaging across blocks.
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5 Experiments and Results

5.1 Perceptual Optimization of the White Noise Gain Limitaion

Spatially uncorrelated noise can be attributed to seléeaf the microphones as well as to statistical
differences between the real-world acoustical scene amdisbumed model. Thus, the attenuation of
spatially white noise quantified by the WNG measure needs @guaranteed by the beamformer coeffi-
cients to a certain amount. On the other hand, the diregtlibuld be maximized for a maximum noise
reduction. The trade-off between superdirectivity andtevhioise gain has been widely studied, e.g., in
[6,22]. In free-field, the limitation factor given in [44) should lie in the range betweeri0 dB to
—30 dB to limit the white noise gain to a minimum of approximatéfy= —10 dB which is equivalent

to a maximum amplification of uncorrelated noise of 10 dB. ldeer, as: can be frequency dependent
and the relation betwegnw) andé? is none-linear the optimal white noise gain constraint cafobind
using perceptual quality measures for realistic microgispmodel errors and typical realistic acoustical
scenes. This perceptual optimization is shown in Fifirel& JFaxis shows the minimud? to which
the white noise gain i (43) was limited. The beamformer ficiehts were calculated iteratively due to
(44) by increasing.(w) so that the limit was reached. With these constrained beamefocoefficients
real-world recordings have been processed and the peatepmilarity measure (PSM) Figure 3(a) and
the speech reception threshold Figure 3(b) have been atddul The results show that the maximum
performance is reached at a white noise gain limif’of= —35 dB.

Perceptual Optimization of WNG constraint SRT Optimization of WNG constraint
0.78 T T T T T T T - -12 T T T T

speaker from 30°
- — —speaker from 0°
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5 %
& 0.7+ speaker from 30° Y\ -16
- - - speaker from 0° \
0.68[ Y _17F
\
\
0.66 \ -181
064 L L L i i i L L _19 L L L L L L L L
-90 -80 -70 -60 -50 -40 -30 -20 -10 0 -90 -80 -70 -60 -50 -40 -30 -20 -10 0
minimum WNG / [dB] minimum WNG / [dB]
(@) PSM (b) SRT

Figure 3: White noise gain constraint

5.2 Binaural output quality

Table[2 shows the performance results for the three binamraiegies (BIN_PF, BIN_PR, BIN_BL)
which were evaluated for the fixed beamformers with diffe@opagation models in signal condition
1). Although the mean SNRE values for BIN_PF and BIN_PR wertné same range, BIN_PF had a
higher enhancement for the left channel and BIN_PR had ahighhancement for the right channel.
Interestingly, the SRT Gain of BIN_PF was significantly héglthan for BIN_PR. This behavior can be
explained as follows: As the beamformer outglits monaural and the multiplication with the left and
right propagation vectors only turns the output into thgdadirection, all signals are perceptually still
coming from one direction. In other words: the localizatmres for the background noise are lost. The
binaural SRT measure can identify the difference as it clemsithe spatial arrangement of speech and
noise signals to calculate the SRT. For this, it does not e&plicit knowledge about the interaural time
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. SNREL | SNRER| mean SRT Gain| SNRL | SNRR | SRT
A dB @B  |sNRegs| PSML [ PSMR dB dB dB dB
FF_BIN_PF 8.1 9.9 9,0 0,66 0,54 7.6 8,0 75 154
FF_BIN PR 2,9 10,2 7,6 0,53 0,55 3,3 4,8 28] 1.1
FF_BIN_BL 2,0 24,0 2,0 0,55 0,29 4,6 3,9 a4 124
AM1_BIN_PF 7.6 3.8 8.2 0,67 0,57 8.3 7.5 3 A6, 1
HM1 _BIN_PR 4,0 9,7 6.9 0,55 0,58 4,3 3.9 23] 121
AM1_BIN_BL 2,2 4.6 4.4 0,56 0,32 4,7 4,1 0.8 125
AM2_BIN_PF 9,0 70,9 70,0 0,69 0,61 84 8.9 55 16,2
AM2_BIN_PR 6.5 13.0 9,8 0,59 0,62 5,1 6,4 76 129
HM2_BIN_BL 2.4 4,6 45 0,56 0,31 4,8 4,3 208 12,8
HRTF_BIN PF 9.2 1.4 70,3 0,71 0,64 85 9.1 6.0 -16,3
HRTF_BIN_PR 72 13,8 10,5 0,61 0,65 5,6 7.1 84| 134
HRTF_BIN_BL 5,0 6,4 57 0,57 0,36 5,1 4,9 10 12,9
Tnput - . - 0,38 0,14 - 0.1 5.4 7.8

Table 2: Binaural output quality

and level difference (ITD, ILD). For BIN_BL the noise rediact performance was reduced compared to
BIN_PF and BIN_PR as the bilateral beamformer uses a sybaf@ly three microphones. However,
as the distortion of the binaural cues for BIN_BL is lowerrttfar BIN_PR, the values of the SRT are
almost the same. In terms of the different propagation nspdgelality increases with the complexity and
exactness of the model.

5.3 Robustness against steering errors

Figure[4 shows the three quality measures,(a) SNRE,(b) P8M& SRT for different beamformers
using the binaural post-filter (BIN_PF) in signal conditidnover the steering angle of the beamformer.
The dotted lines refer to the fixed beamformers, the solidslito the (adaptive) GSCs and the black
lines show the quality values for the unprocessed inputasignThe target speech signal came from
the 30 direction, so the best quality values should have been #egeicthe beamformer was steered
in this direction. However, depending on the underlying eipdlgorithm and noise field, this might
not always be the case. It can be seen that the free-field deatf (green curves) are suboptimal for
the head-mounted array because the maximum values areigredhlwvith the steering direction of the
beamformer. Among all beamformers, the free-field propaganodel leads to the lowest SNRE and
the lowest perceptual quality values (PSM, SRT), becaudeeis not incorporate any head-shadow and
diffraction effects. The HRTF coefficients led to the highegise reduction performance but the head
models (HM1, HM2) showed comparable results in terms of tleelipted overall quality and SRT. The
fixed head model beamformers could enhance the SNR in difasepic noise by about 4 dB. The
flatness of the dotted curves shows that they are relativest@gainst steering errors. The GSCs (solid
lines) had approximately 1 dB higher SNRESs than the fixed i@aners, but in terms of the estimated
overall quality the advantages were small. The SRT estimate2 dB lower but these values were only
stable within a steering mismatch &f 5° degree which pointed out a lower robustness. However for
condition 1) with a directional interfering noise source #daptive beamformer could reduce the SRT
by about 4dB more compared to the fixed beamformer that wamiapt for suppressing isotropic noise
(see Fig[¥ (d)). In summary it could be stated that the GSCmaare susceptible to model errors and
might only be beneficial in situations with directional irfeging noise and small steering errors.

5.4 Robustness against model variation

The second head model (HM2) had shown a good performancevédisatomparable to the measured
HRTFs. However, the robustness of the beamformer desigiibdHM2 against variations of head-size
and position is important for practical applications. Fajd(b) shows that the HM2 is relative robust
against the mismatch between the position of the left arftt hgaring aid and the true array positions
(during the recording of the signals). The same appliesdoséiriation of the head-model's parameter
"sphere-size" which is not shown here. This results magiviaé use of the head-model for hearing aid
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Figure 4: Robustness evaluation against steering mismatch
algorithms.

6 Conclusions

The robustness analysis has shown the importance of thgporation of head-shadow and diffraction
influences in the beamformer design for head-mounted arrélie fixed beamformers designed with
head models were relatively robust against steering enudrsreas for adaptive beamformers the
robustness was limited and a quality gain compared to fixeanfemers might only be reached in
scenarios with directional noise sources and a reliablection of arrival estimation. However, there
are several approaches in literature to increase the rdmsstof the GSC _[23] which have not been

incorporated here.

The binaural speech intelligibility measure provides aedmative measure of binaural unmasking and
could identify differences in the estimated speech-reoeghreshold (SRT) if binaural information was
distorted. Therefore, it seems to be an appropriate me#ésw@ealuate the perceptual quality of noise
reduction schemes with binaural output. In combinatiorhwlifferent near-to-realistic sound-scenarios
the quality measures showed encouraging results towardduwstness testbench for multichannel-
hearing aid algorithms with binaural output. Further wohlowld concentrate on a further empirical

validation of the objective perceptual measures.
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Robustness analysis for multi-channel hearing aid algorithms with binaural output

by means of objective perceptual quality measures

Thomas Rohdenburg, Volker Hohmann, Birger Kollmeier
Medizinische Physik, Universitit Oldenburg, 26111 Oldenburg

Introduction

According to the ITU-T P.835 recommendation, subjec-
tive quality evaluation of noise reduction schemes in-
volves (i) the perceived quality of the speech signal, (ii)
the quality of the background signal and (iii) the overall
quality. In [7] it has been shown that these subjective
measures are predictable by objective measures in the
case of monaural noise reduction schemes. In this study
we extend the quality prediction to the case of multi-
channel algorithms. These microphone array based algo-
rithms have other influences on signal quality than single
channel envelope filters as they exploit the spatial con-
figuration of interfering signals and therefore in general
lead to less signal distortion. For hearing aid applica-
tions, data from literature suggest that it is important
that the beamformer preserves the binaural information
so that the listener can make use of the effect of spatial
unmasking. In order to generate a binaural output [6]
was adopted.

Signal model and algorithms

The signals were generated using two 3-channel hear-
ing aid headsets mounted on a dummy head. 6-channel
HRTFs in an anechoic room and real-world environmen-
tal noise in a cafeteria have been recorded. The input
signal was composed from two directional signals filtered
with HRTFs (target and interferer from 30° and -135°
azimuth, respectively) and mixed with the recorded cafe-
teria noise to generate a near-to realistic scenario. The
multi-channel algorithms used here are fixed superdirec-
tive beamformers that are designed by the well-known
constraint Minimum Variance Distortionless Response
(MVDR) solution [2]. This solution allows to include
different assumptions on the wave propagation of the
target signal and the characteristics of the noise field
as described by its cross power spectral density matrix.
Three different beamformers were designed with the as-
sumptions about wave propagation (i) in free-field (aka
far-field assumption) (ff), (ii) in a simple spherical head
model according to [3] (hm) and (iii) with measured 6-
channel HRTFs in an anechoic room (hr). These beam-
formers had monaural outputs that were enhanced by
a binaural post-filter according to [6]. The processing
block-diagram is shown in Figure 1.

Signal independent quality measures

The beam-pattern is a well-established measure to eval-
uate the signal independent directional response of a
beamformer. It is computed as the response of the array
to a wavefront coming from a specific angle at a specific
frequency [2]. In general, beam-patterns are only evalu-
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Figure 1: Signal model and beamformer setup

ated for far-field propagation. When beamformer coeffi-
cients that are designed for far-field are used in a near-
field environment with head influences, the constraint of
distortionless response may not be fulfilled and the far-
field beampattern does not reflect the measured direc-
tional response. Therefore, in the near-field or if head-
shadow and diffraction effects play a role, these effects
also have to be incorporated in the beampattern calcula-
tion. Figure 2 shows the beampattern for farfield, beam-
former coefficients steered to 30°, (a) evaluated in farfield
and (b) evaluated in the nearfield (HRTF). As the beam-
former should be designed for the head-mounted array,
beampattern (b) shows the more realistic behavior. It
can be seen that the target-signal will be distorted and
the lateral noise reduction is poor, which is in line with
the signal dependent perfomance measures (see below).
Also, for other perfomance measures like the directivity
index the head-shadow and diffraction effects need to be
incorporated.

Signal dependent quality measures
SNRE

The SNR-Enhancement (SNRE) is the difference of the