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Abstract

In this contribution different microphone array-based noise reduction schemes for hearing
aids are suggested and compared in terms of their performance, signal quality and robustness
against model errors. The algorithms all have binaural output and are evaluated using objec-
tive perceptual quality measures [17, 18, 21]. It has been shown earlier that these measures
are able to predict subjective data that is relevant for the assessment of noise reduction al-
gorithms. The quality measures showed clearly that fixed beamformers designed with head
models were relatively robust against steering errors whereas for the adaptive beamformers
tested in this study the robustness was limited and the benefit due to higher noise reduc-
tion depended on the noise scenario and the reliability of a direction of arrival estimation.
Furthermore, binaural cue distortions introduced by the different binaural output strategies
could be identified by the binaural speech intelligibility measure [21] even in case monaural
quality values were similar. Thus, this perceptual qualitymeasure seems to be suitable to
discover the benefit that the listener might have from the effect of spatial unmasking.
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1 Introduction

In modern hearing aids multi-channel noise reduction schemes based on small microphone arrays are
used for speech enhancement. These algorithms exploit the spatial configuration of the interfering signals
and therefore generally lead to less signal distortion and higher noise reduction than single-channel enve-
lope filters. The human ability to separate sound sources in acomplex situation, namely the cocktail-party
effect, partly arises from the use of binaural localizationcues. If binaural information is lost or distorted
by the processing, the hearing impaired listener may not make use of the effect of spatial unmasking
as efficiently as in the undistorted binaural condition. Theintelligibility improvement introduced by a
spatial filter is counteracted by the decrease due to the deteriorated efficiency of the spatial unmasking in
this case. Although bilateral supply with hearing aids is motivated by a better directional-hearing ability,
it has been shown in [1] that binaural cues are distorted if the hearing aids at the left and right ears work
independently. Therefore, researchers have suggested microphone array based binaural spatial filtering
techniques [2, 3, 4, 5] that assume a connection between the left and right hearing aid. In this study we
analyzed fixed and adaptive beamformer algorithms, that exploit a priori knowledge about array posi-
tion, wave propagation and direction of arrival as these seem to be slowly varying parameters that can be
estimated and used for the adaptation of the algorithms. Information about the voice activity which might
also be helpful for noise estimation was not used here. The beamformers that were calculated using the
constrained minimum variance distortionless response (MVDR) design [6] had single channel outputs
that were extended by a binaural stage. Three different strategies for generating a binaural output have
been applied and evaluated by perceptual measures. Furthermore, the robustness of fixed and adaptive
beamformers using different propagation models has been analyzed against steering error, array position
and head-size mismatch by appropriate perceptual quality measures.

2 Acoustical Setup

Figure 1 shows schematically the acoustical setup and the coordinate system used for defining micro-
phone positions and sound source directions. 6-channel signals (M = 6) have been recorded from two
3-channel behind-the-ear (BTE) hearing aid shells (Siemens Acuris) mounted on a Brüel & Kjær (B&K)
head and torso simulator (HATS). The impulse responses (IRs) for all microphones have been measured
with this setup in an anechoic room for azimuth directions0-180◦ in 5◦ steps at an elevation of0◦ (hori-
zonal plane). In the following these are referred to as 6-channel head related transfer functions (HRTFs)
in the frequency domain that include head-shadow and diffraction effects, and the characteristics of
the microphones. Similarly, HRTFs have been measured in an office environment (reverberation time
τ60 = 300 ms). Directional target speech and interfering noise signals were calculated by filtering
source signals with these HRTFs. In addition, real-world environmental noise has been recorded in a
cafeteria and in an office room. Furthermore, an artificial diffuse noise has been generated by filtering a
speech-colored random noise with the anechoic HRTFs from all directions and summing up all filtered
noise signals. This signal simulates a cylindrical 2D-isotropic noise field. From the database of 6-channel
directional speech and noise signals various mixtures havebeen calculated for different signal-to-noise
ratios (SNRs). For condition 1) the input signal was composed from two directional signals filtered
with HRTFs (target and interferer from30◦ (front-left) and−135◦ (back-right) azimuth, respectively)
and mixed with the recorded cafeteria noise to generate a near-to-realistic scenario. For condition 2) we
used only one directional signal (speaker from 30◦ (left)) mixed with an artificial diffuse noise. The 30◦

direction was chosen because it is asymmetric to the array and offers a more general assessment of the
beamformers properties than a fixed 0◦ look direction.

3 Algorithm

Figure 2 shows the block diagram of the noise reduction scheme which will be described in the follow-
ing. Note that the algorithm is not limited to the 6-channel setup used here but applies to any M-channel
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Figure 1: Acoustical setup: Two linear microphone arrays are mounted bilaterally on a B&K HATS. Each
array consists of 3 hearing aid microphones mounted in a hearing aid shell with a distance of
ca.8 mm. The frontal direction is the x-axis which is equal to an azimuth angleθ = 0◦ and an
elevation angleφ = 90◦.

microphone array mounted near to a head. Throughout the paper, vectors and matrices are printed in
boldface, scalars in italics.t denotes the time,ω the radian frequency and k the block-index. The su-
perscriptsT , ∗ andH denote the transposition, the complex conjugation and the Hermitian transposition,
respectively.

3.1 Signal model

The multi-channel signalx(t) = [x0(t), x1(t), . . . , xM−1(t)]
T (Fig. 1,2) is assumed to be a mix of

the directional signals(t) and a noise signaln(t). In the frequency domain the signal model can be
formulated as

X(ω, k) = dS(ω)S(ω, k)
︸ ︷︷ ︸

S(ω,k)

+N(ω, k) (1)

where the capital letters denote the time-frequency transformed signals ofx, s, andn calculated by a
short time Fourier transform (STFT). The propagation vector dS(ω) = d(ω, θS , φS) is the vector of
transfer functions between the source signalS(ω) and the signal vectorS(ω) observed at the sensors. In
general, the propagation vector for a signal source coming from the azimuth angleθ and the elevation
angleφ is

d(ω, θ, φ) = [d0(ω, θ, φ), d1(ω, θ, φ), . . . , dM−1(ω, θ, φ)]T (2)

where the transfer function to a microphonei = 0 . . . M − 1 is

di(ω, θ, φ) = ai(ω, θ, φ)e−jωτi(ω,θ,φ) (3)

with the amplitude spectrumai(ω, θ, φ) and the group-delayτi(ω, θ, φ).

3.2 Beamformer

A fixed filter-and-sum beamformer can be designed in the frequency domain to produce a monaural
output that contains less noise energy than the multi-channel input signalX by

Yf (ω, k) =

M−1∑

i=0

W ∗

i (ω)Xi(ω, k) = W H(ω)X(ω, k). (4)
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Figure 2: Multi-channel beamformer system with binaural output. W H is the fixed beamformer filter,
B denotes the blocking matrix,Ha is the adaptive filter, andHb is the filter that generates a
binaural output from the reference microphone signalsX2(= XL) andX3(= XR) at the left
and right ear.

The optimal filterW can be calculated by the well-known Minimum Variance Distortionless Response
(MVDR) solution [6]:

W (ω, θ, φ) =
ΦNN

−1(ω)d(ω, θ, φ)

dH(ω, θ, φ)ΦNN
−1(ω)d(ω, θ, φ)

(5)

whereΦNN
−1 denotes the inverse noise correlation matrix which is discussed in 3.4.2.

The fixed beamformer can be extended by an adaptive noise cancelation path which consists of a
delay- (and amplitude-) compensation step, denoted by the delay compensation vectorp, followed by
a blocking matrixB (producing the noise referenceX′) and an a multi-channel Wiener filter that is
adapted to cancel out noise components thatX′ andYf have in common. The (element-wise) Hadamard
product of the delay compensation vectorp and the propagation vectord should result in a zero-delay
vector with amplitude1:

p • d = 1 = [1, . . . , 1]T (6)

Thus,p is defined by

p(ω, θ, φ) =

[
d0

∗(ω, θ, φ)

|d0(ω, θ, φ)|2
,

d1
∗(ω, θ, φ)

|d1(ω, θ, φ)|2
, . . . ,

dM−1
∗(ω, θ, φ)

|dM−1(ω, θ, φ)|2

]T

(7)

and the blocking matrix (which is a[M − 1 × M ] - subtraction matrix) is [6]

B =






1 −1 0 0 . . . 0
0 0 0 0 . . . 0
...

. . . . . . . . . . . .
...

0 . . . 0 0 1 −1




 (8)

the noise reference matrixX′ at the output of the blocking matrix is:

X′(ω, k) = B(p(ω, θ, φ) • X(ω, k)) (9)

The multi-channel Wiener filter is designed with

Ha(ω) = ΦX′X′
−1(ω)ΦX′Yf

(ω) (10)
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where the PSD-matrixΦX′X′ and the cross-PSD row vectorΦX′Yf
denote expectation values defined

by

ΦX′X′ (ω) = E
{

X′(ω)X′H(ω)
}

(11)

ΦX′Yf
(ω) = E

{
X′(ω)Y ∗

f (ω)
}

(12)

In practice,ΦX′X′ andΦX′Yf
are calculated by recursively averaging instantaneous short-time spectra:

ΦX′X′ (ω, k) = αΦX′X′ (ω, k − 1) + (1 − α)X′(ω, k)X′H(ω, k) (13)

ΦX′Yf
(ω, k) = αΦX′Yf

(ω, k − 1) + (1 − α)X′(ω, k)Y ∗

f (ω, k) (14)

Therefore, also the filterHa is slowly varying over time and the noise estimate of the adaptive path,Ya,
is calculated by

Ya(ω, k) = HH
a (ω, k)X′(ω, k) (15)

which then can be subtracted from the fixed beamformer outputso that we get the monaural output of
the Generalized Sidelobe Canceller (GSC):

Z(ω, k) = Yf (ω, k) − Ya(ω, k) (16)

In summary, we get the monaural outputs of the two beamformertypes:

fixed : Z(ω, k) = Yf (ω, k) = W H(ω)X(ω, k) (17)

adaptive: Z(ω, k) = W H(ω)X(ω, k) − HH
a (ω)X′(ω, k) (18)

Thus, the difference between fixed and adaptive beamformer consists of an additional noise subtraction
path which can be added to the fixed beamformer. Note, that theoriginal GSC [7] uses a standard delay-
and-sum (D&S) beamformer in the fixed processing path, whereas we use an arbitrary superdirective
design here, which is discussed below.

3.3 Binaural output

The output can be extended to a binaural signal with left and right output signalYbL andYbR

Yb(ω, k) = [YbL(ω, k), YbR(ω, k)]T (19)

with different strategies.

3.3.1 Target signal phase reconstruction

The simplest solution might be to reconstruct the phase and amplitude response of the target signal by
multiplying the monaural output with the propagation coefficientsdL, dR that relate to the reference
microphones (denoted asxL andxR in Fig. 1) at the left and right hearing aid array, respectively:

YbL(ω, k) = dL(ω, θ, φ)Z(ω, k) (20)

YbR(ω, k) = dR(ω, θ, φ)Z(ω, k) (21)

However, this can only reconstruct the gross magnitude and phase characteristic of the target signal that
is included in the assumed propagation model whereas the binaural information of the interfering noise
signal is lost.
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3.3.2 Binaural post-filter

A method to preserve the phase of both, signal and noise, can be realized according to [2] by applying a
real-valued time-varying post-filter to the reference microphone signalsXL,XR:

Hb(ω, k) =

(
|dL(ω, θ, φ)|2 + |dR(ω, θ, φ)|2

)
ΦZZ(ω, k)

ΦXLXL
(ω, k) + ΦXRXR

(ω, k)
(22)

YbL(ω, k) = Hb(ω, k)XL(ω) (23)

YbR(ω, k) = Hb(ω, k)XR(ω) (24)

ΦZZ ,ΦXLXL
andΦXRXR

denote the power spectral density estimates for the signalsZ,XL,XR, re-
spectively. In practice, these can be estimated by recursively smoothing instantaneous signal powers.
The binaural post-filter can be interpreted as a single-channel envelope Wiener filter applied to both ref-
erence channelsXL,XR. Additional gain rules known from single channel noise reduction systems can
be applied here.

3.3.3 Bilateral Beamformer

To investigate the behavior of two independently working unilateral beamformersWL (left) andWR

(right), the system depicted in Figure 2 can be split into twosubarrays whereXL = [X0,X2, . . . XM−2]
denotes the signal matrix of the left subarray using the even-numbered microphones andXR =
[X1,X3, . . . XM−1] denotes the signal of the right subarray using the odd-numbered microphones.
X′

L,X′

R are defined according to (9) but for shorter blocking matrices and delay compensation vec-
torspL,pR, respectively.

YbL(ω, k) = ZL(ω, k) = WL
H(ω)XL(ω, k) − HH

aL
(ω)X′

L(ω, k) (25)

YbR(ω, k) = ZR(ω, k) = WR
H(ω)XR(ω, k) − HH

aR
(ω)X′

R(ω, k) (26)

The subarrays do not need to be restricted to one side but can use any combination of microphones
from both sides if a connection between the bilateral arraysexists. In the case of a complete bilaterally
connected system every filter gets the completeM -channel information. However, in this case additional
constraints have to be included into the beamformer design to partially reconstruct the binaural informa-
tion of the target and noise signal. A detailed analysis on such binaural systems for two microphones can
be found in [5] and for six microphones in [8].

In summary, three different methods that produce a binauraloutput can be distinguished. In the follow-
ing, the signal phase reconstruction method is denoted as (BIN_PR), the binaural post-filter as (BIN_PF),
and the bilateral system using only the left (respectively,right) subarray is denoted as (BIN_BL).

3.4 Influence of different propagation models on the beamformer design

The fixed beamformer coefficients given by (5) ideally reducea noise field1 with the correlation matrix
ΦNN under the constraint of an undistorted signal response in the desired look direction. The more
exactlyΦNN is known, the higher is the noise reduction performance. Theabsence of distortion for the
MVDR beamformer, however, is only given if the propagation modeld used for the beamformer design
and the true signal wave propagation vectordS perfectly match. In general, the exact transfer functions
dS are unknown and several assumptions about the wave propagation must be made. The influences of
the exactness of the propagation model on the beamformer performance are discussed below.

3.4.1 Propagation vector

All effects could be perfectly integrated into the beamformer design if the transfer functionsdS could
be measured in the situation of interest, including the roomresponse, the head-shadow and diffraction

1a superposition of many unknown noise signals
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effects, and the microphone characteristics. However, as estimating the room response for a given target
signal is not feasible under realistic conditions the second-best solution is measuring the anechoic transfer
functions of the system including the head-influences and the microphone characteristics. It may be
useful for the beamformer design to normalize the measured anechoic HRTFs to the transfer function of
a left/right reference microphone for the target directionθS = 0◦ [9], because the aim is not to reconstruct
the targetS itself but its corresponding signals observed at the two reference microphones at the left and
right ear. To establish a reference propagation model thesenormalized HRTFs are directly used as a
propagation vectord in (2). This model will be referred to as HRTF in the following.

If the anechoic HRTF is not available, the gross head-shadowand diffraction effects can be modeled
by the wave propagation observed on a rigid sphere [10, 11]. For head-models, both,ai andτi in (3) are
angle and frequency dependent. In general, it is assumed that the target source is approximately in the
horizontal plane, i.e.,φS ≈ 90◦. Therefore, the elevation angleφS will be disregarded in the following
for the head-related wave propagation models used in this study. The first head model (HM1) by [11]
is a simple and effective parametric model that estimates the characteristics of a sphere. The interaural
time difference (ITD) cues are modeled by Woodworth and Schlosberg’s frequency independent (ray-
tracing) formula. The gross magnitude characteristics of the HRTF spectrum, namely the interaural level
difference (ILD) cues, are covered by a single-pole, single-zero head-shadow filter which also accounts
for an additional frequency dependent delay at low frequencies. For each microphone of the array an
angle of a ray from the center of the sphere to the microphoneθi, i = 0 . . . M − 1, can be calculated.
Choosing the angle to the desired sound sourceθS and some additional model parameters (e.g. sphere
radiusr = 8.2 cm, speed of sound, fitting parametersαmin, θmin, see [11]), the transfer function is
calculated by

d(ω, θS) = [HHM1(ω, θS , θ0,params), . . . ,HHM1(ω, θS , θM−1,params)]T (27)

The second head model (HM2) [10] additionally incorporatesthe distance of the source for modeling
near-field effects and interference effects that introduceripples in the response that are quite prominent on
the shadowed side. It is numerically calculated by a recursive algorithm given in [10]. The propagation
vector is built similar to HM1 (27)

The far-field assumption implies that all microphonesseethe target sound wave arriving from the same
angles (θS, φS) as a planar wave. Additionally assuming free-field (FF), i.e., no objects inside the sound
wave path and a unity microphone responseai(ω, θ, φ) = 1, ∀(ω, θ, φ, i), the propagation coefficient (3)
simplifies to

d(ω, θS , φS) =
[

e−jωτ00(θS ,φS), . . . , e−jωτ0M−1(θS ,φS)
]T

(28)

whereτ0i is a constant group delay measured between a reference microphone0 and microphonei.
The group delay can easily be calculated based on the microphone array geometry wherel0i is the
vector difference between a reference microphone0 and the microphonei, c is the speed of sound, and
er(θS , φS) = [sin(θS) cos(φS), sin(θS) sin(φS), cos(φS)]T is the unit vector in target direction:

τ0i(θS , φS) =
l0i

T er(θS , φS)

c
(29)

Thus, under the FF assumption the beamformer can be designedknowing the relative microphone posi-
tions and the direction of the target signal.

3.4.2 Noise correlation matrix

Thenormalizedcross power spectral density matrix of the noise is defined as

ΦNN(ω) =
1

ΦNN (ω)







ΦN0N0
(ω) ΦN0N1

(ω) . . . ΦN0NM−1
(ω)

ΦN1N0
(ω) ΦN1N1

(ω) . . . ΦN1NM−1
(ω)

...
...

. . .
...

ΦNM−1N0
(ω) ΦNM−1N1

(ω) . . . ΦNM−1NM−1
(ω)







(30)
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where the normalization factorΦNN (ω) forces the trace ofΦNN to equalM . In the MVDR beam-
former equation (5) the inverse of the noise correlation matrix, ΦNN

−1, can be interpreted as a decorre-
lation of the noise components included inX. The simplest noise model makes the assumption that the
noise is already uncorrelated, i.e. no further decorrelation is needed, and therefore it has a correlation
matrix

ΦNN(ω) = ΦNN = I = ΦNN
−1 (31)

The optimal MVDR beamformer design for uncorrelated noise leads to a delay-and-sum (D&S)-
beamformer (aka:conventionalbeamformer):

W (ω) =
d(ω)

dH(ω)d(ω)
=

d(ω)
∑

i a
2
i (ω)

=
1

M
d(ω), ai(ω) = 1∀i (32)

By summing up uncorrelated noise and correlated signal components the theoretical SNRE is
10 log10(M) dB, i.e.,≈ 7.8dB for M = 6 Microphones. However, natural sound sources in general
are spatially correlated and this knowledge can be used to designsuperdirectivebeamformers that have
a higher directivity compared to conventional beamformers, especially for low frequencies. The corre-
lation function of the noise depends on the frequency and thedistance of the microphones. It can either
be measured by long-term averaging the cross spectral densities ΦXiXk

between the microphonesi, k
during speech pauses, or estimated by using the same sound propagation model that is used ford, which
is shown in the following. The cross-spectral density of a signal Q arriving from azimuth angleθ as
observed between the microphonesi andk is

ΦXiXk
(ω, θ) = E {Q(ω)di(ω, θ)Q∗(ω)d∗k(ω, θ)} (33)

= ΦQQ(ω)di(ω, θ)d∗k(ω, θ) (34)

= ΦQQ(ω)ai(ω, θ)ak(ω, θ)ejω(τi(ω,θ)−τk(ω,θ)) (35)

The noise cross-correlation matrix of all noise sources canbe calculated as the sum of individual noise
cross spectral densities arriving from different azimuth directionsθv:

ΦNiNk
(ω) =

∑

θv

ΦXiXk
(ω, θv) (36)

If the directions of individual noise sourcesQ are unknown (which is mostly the case) the assumption
of homogenously distributed sources is often made. Two typically used noise characteristics can be
distinguished: 2D- or cylindrical isotropic noise which isa suitable model for rooms with comparatively
high damping of ceiling and floor and 3D-isotropic ordiffusenoise which is a model for noise sources
homogenously distributed on a sphere, i.e., no preferred directivity. For free-field assumptions the noise
models can be calculated analytically by solving the integral over an infinite number of noise sources
from all directions. The characteristic of cylindrical isotropic noise is:

ΦNiNk
(ω) = J0

(

ω
lik

c

)

(37)

whereJ0 is the zero-oder Bessel function of the first kind,lik the distance between the microphones
i andk andc the speed of sound. Beamformers using this noise model can easily be modified for an
optimal front-to-back ratio by adjusting the angle limits of the integral [6]. For spherically homogenous
isotropic (diffuse) noise the integral over all azimuth andelevation angles leads to the well-known sinc-
characteristic in free-field:

ΦNiNk
(ω) =

sin(ω lik
c

)

ω lik
c

= sinc

(

ω
lik

c

)

(38)

However, for head-related systems these solutions of the integrals are not valid due to the more general
definition of the propagation vectord. In this case, the integrated HRTFs have been approximated by
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summing over the propagation vectors from all direction using eq. (33)-(36). In summary, the different
noise field models that were used are uncorrelated noise (uncorr), cylindrical isotropic noise (diff2D),
spherical isotropic diffuse noise (diff3D), HRTF integrated noise (intHRTF) and long-term measured
noise from real-world recordings (measured). For stability reasons of the beamformer design the noise
correlations matrices have to be mixed with a certain amountof uncorrelated noise which is evaluated in
section 5.

3.5 Algorithm combinations

The different propagation models, output types, and algorithm settings are summarized in Table 1. All
combinations are possible and a subset of combinations was evaluated (see section 4).

Output Type Wave Propagation Modeld Noise field modelΦNN Beamformer type
BIN_PR HRTF uncorr fixed
BIN_PF HM2 diff2D adaptive
BIN_BL HM1 diff3D

FF intHRTF
intHM2

measured

Table 1: Algorithm combinations

4 Evaluation methods

For microphone arrayssignal- independentmeasures exist to evaluate the theoretically performance
to be expected for different noise field characteristics. These measures allow a rough estimate of the
beamformer performance and are helpful for the numerical adjustment and optimization towards the
desired system properties. In this study, modifications to existing measures that are suitable for head-
worn systems are suggested and discussed below. For a more elaborate performance analysis, simulations
with realistic signals, such as real-world recordings on a prototype array-system have to be done. The
signal-dependentandsignal-independentperformance measures are described in sections 4.1 and 4.2.

4.1 Signal-independent performance measures and the influences of the head

4.1.1 Array gain

The array gain is a measure that shows the improvement of the SNR between the input signal of one
sensori and the output of the array. It is defined by

Gi(ω) =
SNRout(ω)

SNRin,i(ω)
(39)

If the input SNRs of all microphones (SNRin,0 . . . SNRin,M−1) are the same, then the array gain can be
calculated for an arbitrary noise fieldΦNN by [6]

Gi(ω) = G(ω) =
|W H(ω)dS(ω)|2

W H(ω)ΦNN(ω)W (ω)
(40)

If the beamformer coefficientsW (ω) are designed based on the true wave propagation vectordS(ω),
the nominator in (40) equals1, which means a distortionless response. However, if the propagation
modeld(ω) in the beamformer design is changed or simplified compared tothe true wave propagation
dS(ω), the nominator shows the amount of signal distortion. The denominator that is to be minimized
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by the beamformer shows the amount of noise reduction. For head-worn systems it is interesting to
calculate the improvement compared to the source signal at the left and right ear position. Therefore,
it is suggested to calculate the head-related array gain using the target signal power as observed at the
reference microphones for the left and right head side:

GL(ω) =
G(ω)

|dL(ω, θS)|2
(41)

GR(ω) =
G(ω)

|dR(ω, θS)|2
(42)

HeredL, dR are the measured signal transfer functions to the left/right reference microphone, respec-
tively. Note, that for free-fieldG = GL = GR.

4.1.2 White noise gain

The White Noise Gain (WNG) is a measure that shows the abilityto reduce uncorrelated (i.e., spatially
white) noise. Such noise can be associated to model errors, e.g., position, amplitude, phase errors, and
self-noise of the microphones and is an important robustness measure for microphone arrays. If the
WNG is small the beamformer is susceptible to uncorrelated noise (and model errors), i.e., such noise is
increased rather than decreased. Thus, the WNG has to be limited to a minimumδ2.

WNG(ω) =
|W H(ω)dS(ω)|2

W H(ω)W (ω)
≥ δ2 (43)

One of the most popular robust approaches to archive this is the diagonal loading algorithm [12, 13] :

W (ω, θ, φ) =
(ΦNN(ω) + µ(ω)I)−1

d(ω, θ, φ)

dH(ω, θ, φ)(ΦNN(ω) + µ(ω)I)−1
d(ω, θ, φ)

(44)

However, the choice ofµ(ω) that limits the WNG to a minimum ofδ2 is not simple. It can either be
calculated in a multi-step iterative process [14] or via second order cone programming [12]. In this
study, an iterative method is used and the importance of thisconstraint is studied based on the perceptual
performance measures described in 4.2.

4.1.3 Directivity Index

The directivity index is a performance measure for directional microphones that shows the difference
between target signal suppression and the suppression of noise coming from all directions, i.e., isotropic
diffuse noise.

DI(ω) = 10 log10

(
|W H(ω)dS(ω)|2

W H(ω)ΦNN
diffuse(ω)W (ω)

)

(45)

To have a scalar performance value, the frequency dependentdirectivity index (DI) can be weighted by a
band importance functionak for speech perception taken from the articulation index [15, 16]. Thus, the
sum over all bandsk is

DIAI =
∑

k

akDI(ωk) (46)

4.1.4 Beampattern

The beampattern shows the array gain for noise signals arriving from different directions. Thus, in the
denominator of (40) the noise correlation matrixΦNN is replaced by the correlation matrix of a signal
source in directionθ, φ with the assumed wave propagationd:

ΦDD(ω, θ, φ) = d(ω, θ, φ)dH(ω, θ, φ) (47)
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The beampattern is

|H(ω, θ, φ)|2 = −10 log10

(
|W H(ω)ds(ω)|2

W H(ω)ΦDD(ω, θ, φ)W (ω)

)

(48)

Note, that|H(ω, θ, φ)|2 = 1 only for the special case whered(ω, θ, φ) = dS(ω, θS , φS) accounting for
a distortionless response.

Common visualizations of the beampattern are polar diagrams for specific frequenciesω or image
plots (frequency over azimuth angle, color-coded intensity).

4.2 Signal-dependent performance measures

Signal-dependent performance measures allow for a more precise performance analysis especially if
calculated on real-world recordings of typical acousticalscenes. For the performance measures used
here, the separated desired signal and the noise signals have been processed with the same time-varying
filters that have been calculated based on the mixture. This method, sometimes referred to asshadow
filtering, is basically appropriate in simulation environments where the signal processing is disclosed.
Given the target and the noise signals processed separately, different signal based performance measures
such as the SNRE as well as perceptual quality measures can becalculated accurately.

4.2.1 Signal to Noise Ratio Enhancement (SNRE)

The SNR-Enhancement (SNRE) is the difference of the SNR at the output of the beamformer and a ref-
erence input-SNR, both measured in dB. For binaural systemsthe SNRE is calculated between the left
(right) output of the binaural system and the left (right) input at the reference microphone, respectively.
Although there exist many modifications to this measure, e.g., by using short-time (segmental) SNRE
estimates or incorporating speech importance band weighting, the linear broadband SNRE is still an ap-
propriate measure that had shown high correlations with subjective data on the assessment of background
noise reduction [17]. Here, the SNR was calculated by takingthe mean power of the broadband speech
component on a dB-scale(excluding speech pauses, i.e. signal levels 60dB below peak level) minus
the broadband noise power in dB. For head-worn systems bilateral performance evaluation is relevant
because by simply taking the mean SNRE a better-ear effect would be ignored.

4.2.2 Perceptual Similarity Measure (PSM)

The quality measure PSM from PEMO-Q [18] estimates the perceptual similarity between the processed
signal and the clean speech source signal. It has shown high correlations between objective and sub-
jective data and has been used for quality assessment of noise reduction schemes in [19, 17, 20]. PSM
increases with increasing (input) SNR. As we are interestedin the quality enhancement introduced by the
algorithm, we use the deduced measure∆PSM that is calculated as the difference between the Perceptual
Similarity Measure (PSM) of the output and of the unprocessed input signal.

4.2.3 Binaural Speech Reception Threshold (SRT)

The speech reception threshold (SRT) is defined as the signal-to-noise ratio (SNR) at 50% speech intel-
ligibility. In [21] a binaural model of speech intelligibility based on the equalization-cancelation (EC)
processing by Durlach had been defined which is able to predict the SRT with high accuracy. If the esti-
mated SRT for the output of a noise reduction scheme is lower than for the input signal this means that
the speech intelligibility has increased due to the algorithm. However, as the speech intelligibility is a
nonlinear function of the SNR and other signal features suchas the preservation of binaural cues, we use
the difference between output and input SRT, namely the∆SRT, as an indirect measure for the increase
of intelligibility. The binaural SRT measure as described in [21, 19] assumes a spatially stationary source
configuration. To be applicable to moving sources it had to beextended to a block-wise measure with
subsequent averaging across blocks.
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5 Experiments and Results

5.1 Perceptual Optimization of the White Noise Gain Limitation

Spatially uncorrelated noise can be attributed to self-noise of the microphones as well as to statistical
differences between the real-world acoustical scene and the assumed model. Thus, the attenuation of
spatially white noise quantified by the WNG measure needs to be guaranteed by the beamformer coeffi-
cients to a certain amount. On the other hand, the directivity should be maximized for a maximum noise
reduction. The trade-off between superdirectivity and white noise gain has been widely studied, e.g., in
[6, 22]. In free-field, the limitation factorµ given in (44) should lie in the range between−10 dB to
−30 dB to limit the white noise gain to a minimum of approximatelyδ2 = −10 dB which is equivalent
to a maximum amplification of uncorrelated noise of 10 dB. However, asµ can be frequency dependent
and the relation betweenµ(ω) andδ2 is none-linear the optimal white noise gain constraint can be found
using perceptual quality measures for realistic microphones, model errors and typical realistic acoustical
scenes. This perceptual optimization is shown in Figure 3. The x-axis shows the minimumδ2 to which
the white noise gain in (43) was limited. The beamformer coefficients were calculated iteratively due to
(44) by increasingµ(ω) so that the limit was reached. With these constrained beamformer coefficients
real-world recordings have been processed and the perceptual similarity measure (PSM) Figure 3(a) and
the speech reception threshold Figure 3(b) have been calculated. The results show that the maximum
performance is reached at a white noise gain limit ofδ2 = −35 dB.
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Figure 3: White noise gain constraint

5.2 Binaural output quality

Table 2 shows the performance results for the three binauralstrategies (BIN_PF, BIN_PR, BIN_BL)
which were evaluated for the fixed beamformers with different propagation models in signal condition
1). Although the mean SNRE values for BIN_PF and BIN_PR were in the same range, BIN_PF had a
higher enhancement for the left channel and BIN_PR had a higher enhancement for the right channel.
Interestingly, the SRT Gain of BIN_PF was significantly higher than for BIN_PR. This behavior can be
explained as follows: As the beamformer outputZ is monaural and the multiplication with the left and
right propagation vectors only turns the output into the target direction, all signals are perceptually still
coming from one direction. In other words: the localizationcues for the background noise are lost. The
binaural SRT measure can identify the difference as it considers the spatial arrangement of speech and
noise signals to calculate the SRT. For this, it does not needexplicit knowledge about the interaural time
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Algorithm
SNRE L

dB

SNRE R

dB

mean

SNRE dB
PSM L PSM R

SRT Gain

dB

SNR L

dB

SNR R

dB

SRT

dB

FF_BIN_PF 8,1 9,9 9,0 0,66 0,54 7,6 8,0 4,5 -15,4

FF_BIN_PR 4,9 10,2 7,6 0,53 0,55 3,3 4,8 4,8 -11,1

FF_BIN_BL 4,0 4,0 4,0 0,55 0,29 4,6 3,9 -1,4 -12,4

HM1_BIN_PF 7,6 8,8 8,2 0,67 0,57 8,3 7,5 3,4 -16,1

HM1_BIN_PR 4,0 9,7 6,9 0,55 0,58 4,3 3,9 4,3 -12,1

HM1_BIN_BL 4,2 4,6 4,4 0,56 0,32 4,7 4,1 -0,8 -12,5

HM2_BIN_PF 9,0 10,9 10,0 0,69 0,61 8,4 8,9 5,5 -16,2

HM2_BIN_PR 6,5 13,0 9,8 0,59 0,62 5,1 6,4 7,6 -12,9

HM2_BIN_BL 4,4 4,6 4,5 0,56 0,31 4,8 4,3 -0,8 -12,6

HRTF_BIN_PF 9,2 11,4 10,3 0,71 0,64 8,5 9,1 6,0 -16,3

HRTF_BIN_PR 7,2 13,8 10,5 0,61 0,65 5,6 7,1 8,4 -13,4

HRTF_BIN_BL 5,0 6,4 5,7 0,57 0,36 5,1 4,9 1,0 -12,9

input - - - 0,38 0,14 - -0,1 -5,4 -7,8

Table 2: Binaural output quality

and level difference (ITD, ILD). For BIN_BL the noise reduction performance was reduced compared to
BIN_PF and BIN_PR as the bilateral beamformer uses a subarray of only three microphones. However,
as the distortion of the binaural cues for BIN_BL is lower than for BIN_PR, the values of the SRT are
almost the same. In terms of the different propagation models, quality increases with the complexity and
exactness of the model.

5.3 Robustness against steering errors

Figure 4 shows the three quality measures,(a) SNRE,(b) PSM and (c) SRT for different beamformers
using the binaural post-filter (BIN_PF) in signal condition2) over the steering angle of the beamformer.
The dotted lines refer to the fixed beamformers, the solid lines to the (adaptive) GSCs and the black
lines show the quality values for the unprocessed input signals. The target speech signal came from
the 30◦ direction, so the best quality values should have been expected if the beamformer was steered
in this direction. However, depending on the underlying model, algorithm and noise field, this might
not always be the case. It can be seen that the free-field coefficients (green curves) are suboptimal for
the head-mounted array because the maximum values are not aligned with the steering direction of the
beamformer. Among all beamformers, the free-field propagation model leads to the lowest SNRE and
the lowest perceptual quality values (PSM, SRT), because itdoes not incorporate any head-shadow and
diffraction effects. The HRTF coefficients led to the highest noise reduction performance but the head
models (HM1, HM2) showed comparable results in terms of the predicted overall quality and SRT. The
fixed head model beamformers could enhance the SNR in diffuseisotropic noise by about 4 dB. The
flatness of the dotted curves shows that they are relative robust against steering errors. The GSCs (solid
lines) had approximately 1 dB higher SNREs than the fixed beamformers, but in terms of the estimated
overall quality the advantages were small. The SRT estimatewas 2 dB lower but these values were only
stable within a steering mismatch of± 5◦ degree which pointed out a lower robustness. However for
condition 1) with a directional interfering noise source the adaptive beamformer could reduce the SRT
by about 4dB more compared to the fixed beamformer that was optimized for suppressing isotropic noise
(see Fig. 4 (d)). In summary it could be stated that the GSC wasmore susceptible to model errors and
might only be beneficial in situations with directional interfering noise and small steering errors.

5.4 Robustness against model variation

The second head model (HM2) had shown a good performance thatwas comparable to the measured
HRTFs. However, the robustness of the beamformer designed with HM2 against variations of head-size
and position is important for practical applications. Figure 5(b) shows that the HM2 is relative robust
against the mismatch between the position of the left and right hearing aid and the true array positions
(during the recording of the signals). The same applies to the variation of the head-model’s parameter
"sphere-size" which is not shown here. This results motivate the use of the head-model for hearing aid
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Figure 4: Robustness evaluation against steering mismatch

algorithms.

6 Conclusions

The robustness analysis has shown the importance of the incorporation of head-shadow and diffraction
influences in the beamformer design for head-mounted arrays. The fixed beamformers designed with
head models were relatively robust against steering errorswhereas for adaptive beamformers the
robustness was limited and a quality gain compared to fixed beamformers might only be reached in
scenarios with directional noise sources and a reliable direction of arrival estimation. However, there
are several approaches in literature to increase the robustness of the GSC [23] which have not been
incorporated here.
The binaural speech intelligibility measure provides an integrative measure of binaural unmasking and
could identify differences in the estimated speech-reception threshold (SRT) if binaural information was
distorted. Therefore, it seems to be an appropriate measureto evaluate the perceptual quality of noise
reduction schemes with binaural output. In combination with different near-to-realistic sound-scenarios
the quality measures showed encouraging results towards a robustness testbench for multichannel-
hearing aid algorithms with binaural output. Further work should concentrate on a further empirical
validation of the objective perceptual measures.
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Robustness analysis for multi-channel hearing aid algorithms with binaural output

by means of objective perceptual quality measures

Thomas Rohdenburg, Volker Hohmann, Birger Kollmeier
Medizinische Physik, Universität Oldenburg, 26111 Oldenburg

Introduction
According to the ITU-T P.835 recommendation, subjec-
tive quality evaluation of noise reduction schemes in-
volves (i) the perceived quality of the speech signal, (ii)
the quality of the background signal and (iii) the overall
quality. In [7] it has been shown that these subjective
measures are predictable by objective measures in the
case of monaural noise reduction schemes. In this study
we extend the quality prediction to the case of multi-
channel algorithms. These microphone array based algo-
rithms have other influences on signal quality than single
channel envelope filters as they exploit the spatial con-
figuration of interfering signals and therefore in general
lead to less signal distortion. For hearing aid applica-
tions, data from literature suggest that it is important
that the beamformer preserves the binaural information
so that the listener can make use of the effect of spatial
unmasking. In order to generate a binaural output [6]
was adopted.

Signal model and algorithms
The signals were generated using two 3-channel hear-
ing aid headsets mounted on a dummy head. 6-channel
HRTFs in an anechoic room and real-world environmen-
tal noise in a cafeteria have been recorded. The input
signal was composed from two directional signals filtered
with HRTFs (target and interferer from 30◦ and -135◦

azimuth, respectively) and mixed with the recorded cafe-
teria noise to generate a near-to realistic scenario. The
multi-channel algorithms used here are fixed superdirec-
tive beamformers that are designed by the well-known
constraint Minimum Variance Distortionless Response
(MVDR) solution [2]. This solution allows to include
different assumptions on the wave propagation of the
target signal and the characteristics of the noise field
as described by its cross power spectral density matrix.
Three different beamformers were designed with the as-
sumptions about wave propagation (i) in free-field (aka
far-field assumption) (ff), (ii) in a simple spherical head
model according to [3] (hm) and (iii) with measured 6-
channel HRTFs in an anechoic room (hr). These beam-
formers had monaural outputs that were enhanced by
a binaural post-filter according to [6]. The processing
block-diagram is shown in Figure 1.

Signal independent quality measures
The beam-pattern is a well-established measure to eval-
uate the signal independent directional response of a
beamformer. It is computed as the response of the array
to a wavefront coming from a specific angle at a specific
frequency [2]. In general, beam-patterns are only evalu-
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Figure 1: Signal model and beamformer setup

ated for far-field propagation. When beamformer coeffi-
cients that are designed for far-field are used in a near-
field environment with head influences, the constraint of
distortionless response may not be fulfilled and the far-
field beampattern does not reflect the measured direc-
tional response. Therefore, in the near-field or if head-
shadow and diffraction effects play a role, these effects
also have to be incorporated in the beampattern calcula-
tion. Figure 2 shows the beampattern for farfield, beam-
former coefficients steered to 30◦, (a) evaluated in farfield
and (b) evaluated in the nearfield (HRTF). As the beam-
former should be designed for the head-mounted array,
beampattern (b) shows the more realistic behavior. It
can be seen that the target-signal will be distorted and
the lateral noise reduction is poor, which is in line with
the signal dependent perfomance measures (see below).
Also, for other perfomance measures like the directivity
index the head-shadow and diffraction effects need to be
incorporated.

Signal dependent quality measures

SNRE

The SNR-Enhancement (SNRE) is the difference of the
signal-to-noise ratio (SNR) at the output of the beam-
former and a reference input-SNR, both measured in dB.
For a comparison of multi-channel algorithms the choice
of the reference is crucial. Here, the SNRE to different
references (left, right, source, best microphone) are eval-
uated for a comparison with the perceptual measures (see
below).

PSM

The quality measure PSM from PEMO-Q [4] estimates
the perceptual similarity between the processed signal
and the clean speech source signal. For monaural noise
reduction schemes this measure has shown a high correla-
tion with subjective overall quality ratings according to
[5, 7]. Here, the PSM is measured between the clean
speech source (before HRTF filtering) and the beam-
former output (monaural) or the output of the binaural
post-filter, respectively.



SRT
The speech reception threshold (SRT) is defined as the
signal-to-noise ratio (SNR) at 50% speech intelligibility.
In [1] a binaural model of speech intelligibility based on
the equalization-cancelation (EC) processing by Durlach
had been defined which is able to predict the SRT with
high accuracy. For the objective quality assessment
of binaural signals, we define a deduced measure here,
namely the SRT Gain. The SRT Gain is calculated it-
eratively by reducing the SNR of the beamformer input
signal until the predicted SRT has the same value as the
original unprocessed reference signals. Thus, the SRT
Gain is the amount of SNR reduction achieved by the al-
gorithm as estimated by intelligibility estimates including
spatial unmasking.

Results
The results in table 1 show that the beamformers with
binaural outputs (D,E,F) in general have a higher SNRE.
Although for the monaural A) a SNRE source of 5.8 dB
was measured, the SNRE compared to the best micro-
phone is almost zero. The same effect can be derived
from the SRT Gain, it says that the SRT of the output
is worse than the SRT of the unprocessed reference sig-
nal. This implies that this algorithm is not helpful to
the listener, although the SNR is enhanced by 5.8 dB.
Similar effects can also be seen for the other algorithms.
The binaural algorithm F) has only a 1.5 dB higher mean
SNRE than its monaural counterpart C), but the binau-
ral output leads to an SRT Gain that is 4.3 dB higher.
This means that the binaural algorithm can deal with an
input signal that is 4.3 dB lower to gain the same speech
intelligibility as the monaural algorithm.

Table 1: Performance results for 3 beamformer designs with
monaural and binaural outputs

Figures 3 (a-b) show preliminary robustness results for
the three beamformers with binaural outputs. The per-
formance measures are plotted over the steering mis-
match. The results show that for all quality measures,
the free-field and the head-model beamformers do not
reach the optimal value at a steering mismatch of 0◦.
This is because the head diffraction is not (or not suffi-
ciently) incorporated in the coefficients which leads to a
steering to higher angles. On the other hand, the gradi-
ent of the performance curves is slightly steeper for the
hrtf-beamformer which points out that it is more sensi-
tive to steering errors.

Outlook

Preliminary results have shown the importance of the in-
corporation of head-shadow and diffraction influences in
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Figure 2: Beampatterns for far-field beamformer coefficients
steered to 30◦ and used (a) in far-field and (b) in near-field
environment
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Figure 3: Robustness against steering mismatch

both the beamformer designs and the performance mea-
sures. Furthermore, the performance measures showed
a significantly higher quality if the beamformer was ex-
tended by a binaural post-filter. The new binaural qual-
ity measure showed encouraging results and is an im-
portant step towards a robustness testbench for multi-
channel hearing aid algorithms with binaural outputs.
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ABSTRACT

In this contribution different microphone array-based noise reduc-
tion schemes for hearing aids are suggested and compared in terms
of their performance, signal quality and robustness against model
errors. The algorithms all have binaural output and are evalu-
ated using objective perceptual quality measures [1, 2, 3]. It has
been shown earlier that these measures are able to predict sub-
jective data that is relevant for the assessment of noise reduction
algorithms. The quality measures showed clearly that fixed beam-
formers designed with head models were relatively robust against
steering errors whereas for the adaptive beamformers tested in this
study the robustness was limited and the benefit due to higher noise
reduction depended on the noise scenario and the reliability of a
direction of arrival estimation. Furthermore, binaural cue distor-
tions introduced by the different binaural output strategies could
be identified by the binaural speech intelligibility measure [3] even
in case monaural quality values were similar. Thus, this perceptual
quality measure seems to be suitable to discover the benefit that the
listener might have from the effect of spatial unmasking.

1. INTRODUCTION

In modern hearing aids multi-channel noise reduction schemes
based on small microphone arrays are used for speech enhance-
ment. These algorithms exploit the spatial configuration of the
interfering signals and therefore generally lead to less signal dis-
tortion and higher noise reduction than single-channel envelope
filters. The human ability to separate sound sources in a complex
situation, namely the cocktail-party effect, partly arises from the
use of binaural localization cues. If binaural information is lost
or distorted by the processing, the hearing impaired listener may
not make use of the effect of spatial unmasking as efficiently as
in the undistorted binaural condition. The intelligibility improve-
ment introduced by a spatial filter is counteracted by the decrease
due to the deteriorated efficiency of the spatial unmasking in this
case. Although bilateral supply with hearing aids is motivated by a
better directional-hearing ability, it has been shown in [4] that bin-
aural cues are distorted if the hearing aids at the left and right ears
work independently. Therefore, researchers have suggested micro-
phone array based binaural spatial filtering techniques [5, 6, 7, 8]
that assume a connection between the left and right hearing aid. In
this study we analyzed fixed and adaptive beamformer algorithms,
that exploit a priori knowledge about array position, wave propa-
gation and direction of arrival as these seem to be slowly varying
parameters that can be estimated and used for the adaptation of
the algorithms. Information about the voice activity which might
also be helpful for noise estimation was not used here. The beam-

formers that were calculated using the constraint minimum vari-
ance distortionless response (MVDR) design [9] had single chan-
nel outputs that were extended by a binaural stage. Three different
strategies for generating a binaural output have been applied and
evaluated by perceptual measures. Furthermore, the robustness of
fixed and adaptive beamformers using different propagation mod-
els have been analyzed against steering error, array position and
head-size mismatch by appropriate perceptual quality measures.

2. SIGNAL MODEL

The signals were recorded using two 3-channel behind-the-ear hear-
ing aid shells mounted on a B&K dummy head. 6-channel head
related transfer functions (HRTFs) in an anechoic room and real-
world environmental noise in a cafeteria have been recorded. For
condition 1) the input signal was composed from two directional
signals filtered with HRTFs (target and interferer from 30◦ (front-
left) and−135◦ (back-right) azimuth, respectively) and mixed with
the recorded cafeteria noise to generate a near-to-realistic scenario.
For condition 2) we used only one directional signal (speaker from
30◦ (left)) mixed with an artificial diffuse noise. The artificial
noise was generated by summing up a speech-colored random noise
that was filtered with HRTFs from all directions to simulate a 2D-
isotropic noise field. This abated the influence of the noise field
characteristic on the signal quality which was helpful for the anal-
ysis of the steering mismatch. The 30◦ direction was chosen be-
cause it is asymmetric to the array and offers a more general as-
sessment of the beamformers properties than a fixed 0◦ look direc-
tion.

3. ALGORITHMS

The multi-channel algorithms used here are designed using the
well-known constraint Minimum Variance Distortionless Response
(MVDR) solution [9], Eq. (1),

W (f) =
ΦNN

−1(f)d(f)

dH(f)ΦNN
−1(f)d(f)

(1)

d(f) =
h
a0e

j2πfτ0 , a1e
j2πfτ1 , . . . , aM−1e

j2πfτM−1
iT

(2)

Yf (f) = W H(f)X(f) (3)

where f denotes the frequency, W the beamformer coefficients,
d the propagation vector, am and τm the amplitude and the group
delay at microphone m, X the input vector, Yf the output of the
fixed beamformer (see Figure 1).
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This solution allows to include different assumptions about the
wave propagation of the target signal (included in the propaga-
tion vector d, Eq. (2)), and the characteristics of the noise field as
described by its cross power spectral density matrix ΦNN .

The upper path of the signal diagram in Figure 1 shows the fixed
beamformer which can be extended by an adaptive noise canceler
path to form a Generalized Sidelobe Canceller (GSC) [10, 11].
Note that fixed beamformer means that a fixed noise field is as-
sumed whereas a GSC can adapt to varying noise fields. How-
ever, for both beamformer types an adaptive steering to a mov-
ing target signal can be applied, e.g., if extended by a direction
of arrival (DOA) estimation algorithm. Additionally, the beam-
formers are extended by a binaural stage with diverse methods to
obtain a binaural output. All combinations of beamformer type
(fixed/adaptive), binaural output method (bin1, bin2, bin3) and dif-
ferent assumptions about the wave propagation model (free-field
(FF), head-model (HM1, HM2, HRTF)) are investigated in this
study in terms of their performance and robustness.
Wave propagation models can be integrated into the beamformer
design via the propagation vector d and the noise field cross power
density matrix ΦNN . For the free-field (FF), d has constant group-
delay, τm, and unity amplitude, am, in the frequency domain. For
head-models τm, am are frequency dependent accounting for head
shadow and diffraction effects. The first head model (HM1) by
[12] is a simple and effective parametric model that estimates the
characteristic of a sphere. The interaural time difference (ITD)
cues are modeled by Woodworth and Schlosberg’s frequency in-
dependent (ray-tracing) formula. The gross magnitude character-
istics of the HRTF spectrum, the interaural level difference (ILD)
cues, are covered by a single-pole, single-zero head-shadow filter
which also accounts for an additional frequency dependent delay
for low frequencies [12]. The second head model (HM2) by [13]
additionally incorporates the distance of the source for modeling
near-field effects and interference effects that introduce ripples in
the response that are quite prominent on the shadowed side. It is
calculated by a recursive algorithm given in [13]. The third head
model (HRTF) uses the measured HRTF of the respective micro-
phones directly as the propagation vector. The noise field matrix
ΦNN influences the amount of noise reduction achieved by the
beamformer. In the free-field, a 3D-isotropic diffuse noise field
matrix reduces to a coherence matrix with sinc-characteristic [9].
For the head-models the diffuse noise field is estimated by inte-
grating the propagation vectors over all directions. Furthermore,
ΦNN needs to be constrained to reduce super directivity for fea-
sible designs [9, 10].
Binaural Outputs are calculated using three different methods:
(i) (bin1) The binaural output is generated by a real-valued time-

varying post-filter based on [5] that is controlled by the monaural
beamformer output Z:

HBin(t, f) =

�
|dL(f)|2 + |dR(f)|2

�
ΦZZ(t, f)

ΦXLXL(t, f) + ΦXRXR(t, f)
(4)

YbL(t, f) = HBin(t, f)XL(t, f) (5)
YbR(t, f) = HBin(t, f)XR(t, f) (6)

where XL,XR (see Fig. 1) denote the input signals and dL, dR the
propagation vectors for the expected signal direction θS , at the left
and right reference microphone, respectively. ΦZZ , ΦXLXL and
ΦXRXR are the power spectral density estimates for the signals
Z, XL, XR, respectively. As the filter is real-valued, the phase of
signal and noise are kept and therefore also most of the binaural
cues. However, the envelope filter might introduce additional sig-
nal distortions.
(ii) (bin2) The monaural beamformer output Z is multiplied by
the propagation vectors of the reference microphones which re-
constructs only the interaural phase of the signal and may degrade
spatial unmasking effects:

YbL(t, f) = dL(f)Z(t, f) (7)
YbR(t, f) = dR(f)Z(t, f) (8)

(iii) (bin3) The array is split into a subarray of two parallel 3-
channel beamformers WL, WR which use common information
about the target direction and the noise field. This simulates the be-
havior of independent bilateral hearing devices and binaural cues
may be distorted as described in [4]:

YbL(t, f) = ZL(t, f) = W H
L (f)X135(t, f) (9)

YbR(t, f) = ZR(t, f) = W H
L (f)X246(t, f) (10)

where the numbers (1,3,5 and 2,4,6) refer to the microphones of
the subarray, respectively.

4. QUALITY MEASURES

SNRE: The SNR-Enhancement (SNRE) is the difference of the
signal-to-noise ratio (SNR) at the output of the beamformer and
a reference input-SNR, both measured in dB. For a comparison
of multi-channel algorithms the choice of the reference is crucial.
Here, the SNRE is calculated between the left (right) output of
the binaural stage and the left (right) input at the reference micro-
phone, respectively.
PSM: The quality measure PSM from PEMO-Q [2] estimates the
perceptual similarity between the processed signal and the clean
speech source signal. For monaural noise reduction schemes this
measure has shown a high correlation with subjective overall qual-
ity ratings according to [1, 14]. Here, the PSM is measured be-
tween the clean speech component at the left (right) reference mi-
crophone and the left (right) output of the binaural stage.
SRT: The speech reception threshold (SRT) is defined as the signal-
to-noise ratio (SNR) at 50% speech intelligibility. In [3] a bin-
aural model of speech intelligibility based on the equalization-
cancelation (EC) processing by Durlach had been defined which is
able to predict the SRT with high accuracy. For the objective qual-
ity assessment of binaural signals processed by noise reduction
schemes, we are interested in the difference between the SRT of
the input signal and the SRT of the output, namely the SRT Gain.
Thus, the SRT Gain is the amount of SNR reduction achieved by
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Algorithm SNRE L
dB

SNRE R
dB

mean
SNRE dB PSM L PSM R SRT Gain

dB
SNR L

dB
SNR R

dB
SRT
dB

FF_bin1 8.1 9.9 9.0 0.66 0.54 7.6 8.0 4.5 -15.4
FF_bin2 4.9 10.2 7.6 0.53 0.55 3.3 4.8 4.8 -11.1
FF_bin3 4.0 4.0 4.0 0.55 0.29 4.6 3.9 -1.4 -12.4
HM1_bin1 7.6 8.8 8.2 0.67 0.57 8.3 7.5 3.4 -16.1
HM1_bin2 4.0 9.7 6.9 0.55 0.58 4.3 3.9 4.3 -12.1
HM1_bin3 4.2 4.6 4.4 0.56 0.32 4.7 4.1 -0.8 -12.5
HM2_bin1 9.0 10.9 10.0 0.69 0.61 8.4 8.9 5.5 -16.2
HM2_bin2 6.5 13.0 9.8 0.59 0.62 5.1 6.4 7.6 -12.9
HM2_bin3 4.4 4.6 4.5 0.56 0.31 4.8 4.3 -0.8 -12.6
HRTF_bin1 9.2 11.4 10.3 0.71 0.64 8.5 9.1 6.0 -16.3
HRTF_bin2 7.2 13.8 10.5 0.61 0.65 5.6 7.1 8.4 -13.4
HRTF_bin3 5.0 6.4 5.7 0.57 0.36 5.1 4.9 1.0 -12.9
input - - - 0.38 0.14 - -0.1 -5.4 -7.8

Table 1: Binaural output quality

the algorithm as estimated by intelligibility estimates including
spatial unmasking. However, if the noise reduction algorithm is
nonlinear the exact SRT Gain has to be calculated iteratively by re-
ducing the SNR of the beamformer input signal until the predicted
SRT has the same value as the original unprocessed reference sig-
nals.

5. RESULTS

5.1. Binaural output quality

Table 1 shows the performance results for the three binaural strate-
gies (bin1-3) which were evaluated for the fixed beamformers with
different propagation models in signal condition 1). Although the
mean SNRE values for bin1 and bin2 were in the same range,
bin1 had a higher enhancement for the left channel and bin2 had
a higher enhancement for the right channel. Interestingly, the SRT
Gain of bin1 was significantly higher than for bin2. This behav-
ior can be explained as follows: As the beamformer output Z is
monaural and the multiplication with the left and right propagation
vectors only turns the output into the target direction, all signals are
perceptually still coming from one direction. In other words: the
localization cues for the background noise are lost. The binaural
SRT measure can identify the difference as it considers the spatial
arrangement of speech and noise signals to calculate the SRT. For
this, it does not need explicit knowledge about the interaural time
and level difference (ITD, ILD). For bin3 the noise reduction per-
formance was reduced compared to bin1 and bin2 as the bilateral
beamformer uses a subarray of only three microphones. However,
as the distortion of the binaural cues for bin3 is lower than for bin2,
the values of the SRT are almost the same. In terms of the differ-
ent propagation models, quality increases with the complexity and
exactness of the model.

5.2. Robustness against steering errors

Figure 2 shows the three quality measures,(a) SNRE,(b) PSM and
(c) SRT for different beamformers using the binaural post-filter
(bin1) in signal condition 2) over the steering angle of the beam-
former. The dotted lines refer to the fixed beamformers, the solid
lines to the (adaptive) GSCs and the black lines show the quality
values for the unprocessed input signals. The target speech sig-
nal came from the 30◦ direction, so the best quality values should
have been expected if the beamformer was steered in this direc-
tion. However, depending on the underlying model, algorithm and
noise field, this might not always be the case. It can be seen that the
free-field coefficients (green curves) are suboptimal for the head-
mounted array because the maximum values are not aligned with
the steering direction of the beamformer. Among all beamformers,
the free-field propagation model leads to the lowest SNRE and the
lowest perceptual quality values (PSM, SRT), because it does not
incorporate any head-shadow and diffraction effects. The HRTF
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Figure 2: Robustness evaluation against steering mismatch
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coefficients led to the highest noise reduction performance but the
head models (HM1, HM2) showed comparable results in terms of
the predicted overall quality and SRT. The fixed head model beam-
formers could enhance the SNR in diffuse isotropic noise by about
4 dB. The flatness of the dotted curves shows that they are relative
robust against steering errors. The GSCs (solid lines) had approx-
imately 1 dB higher SNREs than the fixed beamformers, but in
terms of the estimated overall quality the advantages were small.
The SRT estimate was 2 dB lower but these values were only sta-
ble within a steering mismatch of ± 5◦ degree which pointed out
a lower robustness. However for condition 1) with a directional
interfering noise source the adaptive beamformer could reduce the
SRT by about 4dB more compared to the fixed beamformer that
was optimized for suppressing isotropic noise (see Fig. 2 (d)). In
summary it could be stated that the GSC was more susceptible to
model errors and might only be beneficial in situations with direc-
tional interfering noise and small steering errors.

5.3. Robustness against model variation
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Figure 3: Robustness against variation of array position and model
parameters for (HM2)

The second head model (HM2) had shown a good performance
that was comparable to the measured HRTFs. However, the robust-
ness of the beamformer designed with HM2 against variations of
head-size and position is important for practical applications. Fig-
ure 3(b) shows that the HM2 is relative robust against the mismatch
between the position of the left and right hearing aid and the true
array positions (during the recording of the signals). The same ap-
plies to the variation of the head-model’s parameter "sphere-size"
which is not shown here. This results motivate the use of the head-
model for hearing aid algorithms.

6. CONCLUSIONS

The robustness analysis has shown the importance of the incor-
poration of head-shadow and diffraction influences in the beam-
former design for head-mounted arrays. The fixed beamformers
designed with head models were relatively robust against steering
errors whereas for adaptive beamformers the robustness was lim-
ited and a quality gain compared to fixed beamformers might only
be reached in scenarios with directional noise sources and a re-
liable direction of arrival estimation. However, there are several
approaches in literature to increase the robustness of the GSC [11]
which have not been incorporated here.
The binaural speech intelligibility measure provides an integra-
tive measure of binaural unmasking and could identify differences

in the estimated speech-reception threshold (SRT) if binaural in-
formation was distorted. Therefore, it seems to be an appropri-
ate measure to evaluate the perceptual quality of noise reduction
schemes with binaural output. In combination with different near-
to-realistic sound-scenarios the quality measures showed encour-
aging results towards a robustness testbench for multichannel-
hearing aid algorithms with binaural output. Further work should
concentrate on a further empirical validation of the objective per-
ceptual measures.
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ABSTRACT

Multi-channel beamformer algorithms are promising solutions for
noise reduction in hearing aids as they exploit the spatial distribu-
tion of the interfering signals and therefore in general lead to less
signal distortion than single channel algorithms. Beamformers need
a priori information about the microphone array and the direction of
arrival of the target speech source. For head-worn arrays it is usually
assumed that the user physically steers the arrays’ look direction to-
ward the desired speech source. This may become unsatisfying for
the hearing aid user for high directivity beamformers with a small
main lobe and when the target signal source is moving. In this con-
tribution an automatic steering (electronic control of the look direc-
tion) is applied based on the dual delay line approach after Liu et
al. [1]. This approach is modified to be applicable for head-mounted
hearing-aid arrays. We show that the original free-field approach
does not work on a head-mounted array because of the inappropriate
propagation model. If we apply the true HRTF or a spherical head
propagation model, the estimate is reliable within ±8◦ degree mean
estimation error for an input SNR of 10dB or higher. However, for
lower SNR the method seems to be not robust enough.

Index Terms— Direction of Arrival (DOA), Head Related Trans-
fer Function (HRTF), Noise Reduction, Beamforming

1. INTRODUCTION

In modern hearing aids multiple microphones are applied to reduce
ambient noise by exploiting spatial information. Many contributions
in the literature either assume a fixed look direction to zero degree
or the Direction of Arrival (DOA) to be perfectly known. In the
first case steering is accomplished by head movements to the desired
source. However it has been shown by several authors that a steering
mismatch due to a wrong estimation of the DOA severely degrades
the beamformer performance [2, 3]. In this contribution the dual de-
lay line approach after Liu et al. [1] is extended by the consideration
of head shadowing effect to work with binaural beamforming algo-
rithms for digital hearing aids. The performance of the system is an-
alyzed in interaction with a binaural noise reduction scheme consist-
ing of a fixed Minimum Variance Distortionless Response (MVDR)
beamformer and a binaural post-filter.

The remainder of this paper is organized as follows: In Section
2 the proposed DOA estimation technique is reviewed for free-field
assumptions of [1] and extended to work with Head Related Trans-
fer Functions (HRTFs). In Section 3 the binaural noise reduction
scheme is described. Simulation results for both, DOA estimation

and noise reduction performance are presented in Section 4 and Sec-
tion 5 gives some final conclusions.

Notation: Vectors and matrices are printed in boldface while
scalars are printed in italic. k is the discrete time index, m the dis-
crete frequency index and � the discrete block index, respectively.
The superscripts T , ∗, and H denote the transposition, the complex
conjugation and the Hermitian transposition respectively.

2. ESTIMATION OF DIRECTION OF ARRIVAL

For noise reduction by microphone arrays a reliable estimate of the
DOA of the desired sound source is a crucial point. The perfor-
mance of beamforming noise reduction techniques is often heavily
degraded if DOA estimation errors occur, especially if adaptive al-
gorithms are applied [3].

2.1. Free-field assumptions

For the free-field assumption the dual delay line approach after Liu
et al. [1] is promising because the spatial resolution can be directly
influenced by choosing an appropriate number of sectors I . It will be
briefly reviewed in the following with a somewhat modified notation
and the specific problems caused by the shadow effects of the human
head will be pointed out.

As depicted in Fig. 1 two microphones capture the sound sig-
nals x0[k] and x1[k] at two spatial positions p0 and p1. The time
signals are multiplied by a Hann window w[k] and transformed into
the frequency domain

x(�)[m] =

LDFT−1
∑

k=0

x[�LBl + k]w[k]e−j2πkm/LDFT . (1)

Here LDFT and LBl are the DFT-length and the block length, respec-
tively. An appropriate zero-padding can be applied to reduce cyclic
convolutions effects. For the reason of better readability the block
index � is omitted in the remainder if it is not necessary. Following
[1] we divide the azimuth range of interest Φ = −90◦..90◦ into I
sectors as depicted in Figure 1.

For each sector i which corresponds to an angle Φi a propagation
vector d[m, Φ] for the left and the right channel can defined as

d[m, Φ]=

[

|d0[m, Φ]|e−j2πm fs
M

τ(Φi,0)

|d1[m, Φ]|e−j2πm fs
M

τ(Φi,1)

]

. (2)

For free field assumptions the absolute values of (2) equal one
for all discrete frequencies (|di[m, Φ]| = 1, ∀m, Φ) and the differ-
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Fig. 1. Dual-microphone setup with I = 7 possible DOA sectors.

ence between the signal of the left channel x0[k] and the right chan-
nel x1[k] is just a time delay ∆τ = τ(Φi,0) − τ(Φi,1) = r cos Φi

c
.

Here r and c = 344 m/s are the inter-microphone distance and the
speed of sound, respectively.

The microphone signals can be defined as a superposition of
the desired signal s[m] multiplied by the corresponding propagation
vector d[m, Φ] and some ambient noise n[m]:

x0[m, Φ] = s[m] · d0[m, Φ] + n0[m] (3)

x1[m, Φ] = s[m] · d1[m, Φ] + n1[m] (4)

Thus the desired direction of arrival can be obtained by

Φopt[m] = arg min
Φ

[m] {∆x[m, Φ]} (5)

with

∆x[m, Φ] = |x0[m, Φ]/d0[m, Φ] − x1[m, Φ]/d1[m, Φ]| . (6)

Replacing x0[m, Φ] (3) and x1[m, Φ] (4) in (5) the minimization
leads to a minimum of

v[m, Φ] = |n0[m]/d0[m, Φ] − n1[m]/d1[m, Φ]| (7)

at the angle Φ[m] = Φopt[m]. For free field assumptions the mini-
mum of (7) gives a good estimate of the desired direction for a mod-
erate noise level. Hence if head shadow effects have to be taken into
account which results in a non-flat absolute value of the propagation
factor (|di[m, Φ]| �= 1) the estimate fails completely.

2.2. Robustness improvements

For improving the robustness of the DOA estimation an averaging in
time direction

∆x̃(�)[m, Φ] = α · ∆x(�−1)[m, Φ] + (1 − α) · ∆x(�)[m, Φ] (8)

and in frequency direction

Φ̂opt =
1

LDFT

LDFT−1
∑

m=0

Φopt[m] (9)

can be applied. Furthermore the maximum tracking speed of the
DOA estimator should be limited to a certain threshold by

|Φ̂(�−1)
opt − Φ̂

(�)
opt| < ξ (10)

to avoid short but high estimation errors. This would lead to annoy-
ing artifacts if the beamformer steers to a completely wrong direction
for a short period.

2.3. Head Shadowing Effects

If microphones are used which are mounted near the human head,
e.g., on the frame of eyeglasses or in behind-the-ear (BTE) hearing-
aids the free field assumption becomes invalid and the true Head Re-
lated Transfer Functions (HRTFs) have to be taken into account. For
simulations 6-channel HRTFs were measured in an anechoic room
using two three-channel BTE hearing aid shells mounted on a Brüel
& Kjær (B&K) dummy head. Since in general HRTFs are unique
for every human person they are not available for real-world DOA
estimation. Thus head models have to be applied to estimate the
HRTFs. In this contribution a head model by Duda [4, 5] is used
which is a simple but effective parametric model that estimates the
characteristics of a sphere. The interaural time difference (ITD) cues
are modeled by Woodworth and Schlosberg’s frequency independent
(ray-tracing) formula. The gross magnitude characteristics of the
HRTF spectrum, namely the interaural level difference (ILD) cues,
are covered by a first order IIR head shadow filter which also ac-
counts for an additional frequency dependent delay for low frequen-
cies [5]. Near-field effects and interference effects that introduce
ripples in the frequency response which are quite prominent on the
shadowed side are incorporated and described in [4].

If a DOA estimator has to work near the human head shadowing
effects have to be taken into account. As it is shown in Fig. 2 the
HRTFs have strong level differences for different angles and thus
the free-field assumption, where only the phase of the propagation
factor is considered leads to wrong DOA estimates.
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Fig. 2. Absolute values of Head Related Transfer Functions (HRTFs)
of left channel.

3. MULTI-CHANNEL NOISE REDUCTION

Fig. 3 shows the system model of the multi-channel noise reduc-
tion scheme used in this paper. The discrete microphone signals
xi[k], i = 1..6 are transformed into the frequency domain by the
Short Time Fourier Transform (STFT) (1). The DOA estimator feeds
the MVDR beamformer with the propagation vector d[m, Φ̂opt] cor-
responding to the estimated angle Φ̂opt. The monaural beamformer
output is further processed by the binaural post-filter HBin[m] to
generate binaural output [3, 6] which is transformed back into time
domain by the Inverse Short Time Fourier Transform (STFT−1).
The multi-channel algorithms used here are designed using the well-
known constraint Minimum Variance Distortionless Response
(MVDR) solution [7]:

W[m] =
Γ−1

NN [m]d[m]

dH [m]Γ−1
NN [m]d[m]

(11)
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This solution allows to include different assumptions about the wave
propagation of the target signal (included in the propagation vector
d), and the characteristics of the noise field as described by its cross
power spectral density matrix ΓNN[m]. Although the beamformer
is steered adaptively by the DOA estimator to variable directions, it
is referred to as a fixed beamformer, as it is fixed in terms of the
expected noise field. If the beamformer should optimally reduce
noise from an arbitrary direction the beamformer coefficients can
be designed with an isotropic noise field characteristic. For a diffuse
noise field the cross power spectral density matrix ΓNN[m] depends
on the underlying propagation model and can be estimated by inte-
grating the propagation vectors over all directions. For the free-field
assumption the isotropic noise field ΓNN[m] can be solved analyti-
cally: in 3-D the correlation can be described by a sinc-function [7],
in cylindrical coordinates by a bessel-function. Due to the spatial
filtering effect of the head the correlation between bilateral micro-
phone signals is much lower than in free-field. Since the output of
the beamformer is monaural we define a binaural post-filter accord-
ing to [6]. The binaural post-filter HBin[m] controlled by the beam-
former output is real-valued and therefore it preserves the interaural
phase-difference between the two reference inputs from the left and
right hearing-aid [3, 6].

4. SIMULATION RESULTS

The performance of the proposed algorithms for DOA estimation
and for binaural noise reduction based on the imperfect real-world
DOA estimates will be evaluated in the following. For simulations
diffuse noise signals were generated by summing up speech-colored
random noise filtered with measured HRTFs from all directions to
simulate a 2D-isotropic noise field. A moving speaker was added
for different input SNRs. The block length for all simulations was
chosen to LBl = 256 with an overlap of 128 samples at a sampling
frequency of fs = 16kHz. The FFT-length was 512 samples, which
means a zero padding factor of two. The number of possible angles
was chosen to I = 37 which leads to a resolution of 5◦ for a range
of Φ = −90◦..90◦. The threshold for the maximum tracking speed
of the algorithm was fixed to ξ = 5◦.

Fig. 4 shows the mean estimation error of the DOA estimator

ēΦ =
1

|A|
∑

A
Φ − Φ̂ (12)

for different input SNRs. Here Φ and Φ̂ are the true and the estimated
direction of arrival, respectively. A is the set of frames where speech
is present and |A| its cardinality.

It can be seen from Fig. 4 that an estimation of the direction
of arrival drastically fails if free-field assumptions are made (dash-
dotted line). The use of the (in practice unknown) true HRTFs (solid
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Fig. 4. Estimation error for a DOA estimator for different assump-
tions for the propagation vector over the input SNR.

line) lead to the best DOA estimates. The estimation using the head
model according to eq. (5) only leads to a slight degradation and thus
is a feasible approximation for the unknown true HRTF.

For low input SNR (< 8dB) the estimation errors increase thus
DOA estimation based on the dual delay line approach becomes un-
reliable. This is a general problem since the approach is based on
looking for and comparing signal powers from different directions.
For low SNR the signal power difference between clean speech +
noisy speech from the desired direction and noisy speech from other
directions is not sufficient for a reliable estimate. This result was
also reported by other authors, e.g. [8]. Thus for low input SNR
other DOA estimation methods should be applied, see e.g. [9] for an
overview.

In Fig. 5 and 6 the performance of the binaural noise reduction
scheme relying on real DOA estimates is evaluated by means of the
Signal to Noise Ratio Enhancement (SNRE) and the Perceptual Sim-
ilarity Measure (PSM) [10]. PSM is a speech quality measure from
PEMO-Q [10] which estimates the perceptual similarity between the
processed signal and a clean speech reference. This measure has
shown a high correlation with subjective overall quality ratings [11].
Here the PSM is measured between the clean speech component at
the left (right) reference microphone and the left (right) output of the
binaural post-filter.

Fig. 5 shows the segmental SNRE between the left (right) output
of the binaural post-filter and the left (right) reference channel. The
SNRE is the difference of the Signal to Noise Ratio (SNR) at the
output of the noise reduction scheme and a reference input SNR. It
can be seen from Fig. 5 that if the binaural noise reduction scheme
relies on DOA estimates based on free-field assumptions hardly any
SNR enhancement is achieved (dash-dotted line). Although the use
of true HRTFs leads to the best results (solid line), relying on the
head model (dashed line) is capable of improving noisy speech when
a head-mounted noise reduction device is applied. Fig. 5 gives the
impression that the sound quality improvement increases for lower
input SNRs. From Fig. 4 it is clear that this impression is misleading
because mean DOA estimation errors at input SNRs lower than 5 dB
are not satisfactory.

In Fig. 6 the PSM is shown which better reflects the perceived
audio quality. Here it can be seen that the overall sound quality
decreases drastically for lower input SNR. Again the results for the
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head model give a good approximation for the real HRTFs, while
free-field assumptions lead to a much lower sound quality.
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Fig. 6. PSM of the beamformer steered by the DOA estimate for
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The so-called ∆PSM [11], which is the difference between the
dotted line (unprocessed) and the particular PSM curve shows the
quality improvement achieved by the processing. We see that for
low input SNR the ∆PSM values are higher, which means that the
improvement is better, but that the overall quality of the output signal
is very poor. The ∆PSM values match with the SNRE curves from
Fig. 5 but Fig. 6 additionally shows the overall quality and thus is
more appropriate to compare the different methods.

5. CONCLUSIONS

In this work we analyzed the direction of arrival estimation method
after Liu which is based on the delay line approach for the purpose of
DOA estimation for hearing aid applications. It could be shown that
the underlying free-field assumptions do not lead to satisfactory re-
sults and head related transfer functions have to be considered. Since

in general it is impossible to estimate the true HRTFs, simulations
based on a head model were performed, which showed good results
for moderate input SNR. However, for low SNR environments the
delay line approach is not capable to deliver reliable results and thus
further methods need to be investigated for comparison.
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ABSTRACT

In this study a self-steering beamformer with binaural output for a
head-worn microphone array is investigated in simulated and real-
world conditions. The influence of the underlying sound propagation
model on the estimation accuracy of the direction of arrival(DOA)
estimation algorithm and the overall performance of the combined
DOA-beamformer-system is evaluated. For this, technical perfor-
mance measures as well as objective quality measures based on per-
ceptual models of the auditory system are used. The self-steering
beamformer showed better performance than a beamformer with
fixed look-direction for SNR values above -2 dB if the propagation
model includes at least a coarse head model.

Index Terms— Direction of arrival estimation, Array signal pro-
cessing, Noise Reduction, Hearing aids, Perceptual audio quality es-
timation

1. INTRODUCTION

Multi-channel noise reduction schemes are promising solutions for
hearing aids as they are capable to exploit the spatial distribution
of the interfering signals. Thus, they lead generally to less signal
distortion than single-channel noise reduction algorithms. For head-
worn microphone arrays it is usually assumed that the look-direction
is fixed at zero degrees, and that the user always turns his or her
head towards the desired signal. This may become unsatisfying for
the hearing aid user in particular for algorithms with a highspatial
selectivity and if the signal of interest is moving. In this contribu-
tion a combination of a binaural beamformer [1, 2] and an automatic
steering (electronic control of the look direction) based on the Gen-
eralized Cross Correlation (GCC) approach by Knapp and Carter [3]
is applied. The importance of a proper model of wave propagation
is investigated for a head-worn DOA-beamformer system. Further-
more, the performance of the system is evaluated in terms of esti-
mation errors and signal-quality by means of objective perceptual
measures that are based on models of the auditory system. With
these measures the influences of inevitably occurring estimation er-
rors can be quantified on a perceptual scale. Based on these results,
the optimum compromise between algorithmic complexity andben-
efit can be derived.

Notation: Vectors and matrices are printed in boldface while
scalars are printed in italic.k is the discrete time index andm the
discrete frequency index. The superscriptsT , ∗, andH denote the
transposition, the complex conjugation and the Hermitian transposi-
tion, respectively.
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2. SIGNAL MODEL AND BINAURAL MULTI-CHANNEL
NOISE REDUCTION
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Fig. 1. Signal model and beamformer setup.

The noise reduction scheme used in this contribution is depicted
in Fig. 1. With two 3-channel behind-the-ear (BTE) hearing aid
shells mounted on a Brüel & Kjær (B&K) head and torso simula-
tor (HATS), 6-channel head related transfer functions (HRTFs) were
recorded in an anechoic room and in an office environment (reverber-
ation timeτ60 = 300 ms) from different directions. A moving target
signal was generated by filtering a speech signal with time-varying
HRTFs that change due to a pre-defined virtual azimuth path (Fig. 2).
Real-world environmental noise has also been recorded in a cafete-
ria and in an office room. Additionally, an artificial diffusenoise has
been generated by summing up a speech-colored random noise that
was filtered with HRTFs from all directions to simulate a cylindri-
cal 2D-isotropic noise field. The moving speech signal was mixed
with the noise signals at different signal-to-noise ratios(SNRs). In
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Fig. 2. Virtual azimuth path of moving speech source and its esti-
mate for HM2 at 12 dB SNR.

Fig. 1, Xi[m] denotes the audio-signal transformed into the fre-



quency domain by use of the short time Fourier transform (STFT),
wherei = 0..5 is the channel index. A DOA detection algorithm
estimates the target signal’s azimuth angleΘ which is used to steer
the beamformer to this direction by means of the propagationvec-
tor d[m, Θ]. The beamformerW[m, Θ] generates a single channel
outputYb[m] via the well known Minimum Variance Distortionless
Response (MVDR) approach [4]:

W[m, Θ] =
Γ

−1

NN
[m]d[m, Θ]

dH [m, Θ]Γ−1

NN
[m]d[m, Θ]

. (1)

d[m, Θ] = [d0[m, Θ], d1[m, Θ], . . . , dN−1[m, Θ]]T (2)

di[m, Θ] = |di[m, Θ]|e−j2πm
fs
M

τi[m,Θ], i = 0..N − 1 (3)

The fixed noise-field characteristic is coded in the coherence ma-
trix ΓNN[m] which additionally influences beamformer properties
directivity and susceptibility to white noise, and therefore has to be
constrained [4, 1]. Both,d[m, Θ] andΓNN[m] depend on to the as-
sumed wave propagation model which may differ from the true (and
generally unknown) wave propagation from the source to the micro-
phones. We distinguish four models, free-field (FF), two head mod-
els (HM1 [5], HM2 [6]) and the measured anechoic transfer func-
tions from the source to the head-mounted hearing aid microphone
array (HRTF). The simplest approach is to use a free-field / far-
field assumption (FF), i.e., the sound propagation is modeled as a
plane wave without interfering objects in the propagation path. For
FF, d[m, Θ] has unity magnitude,|di[m, Θ]| = 1 ∀(i, m, Θ) and
constant group delayτ [m, Θ] = τ [Θ] that can be calculated from
the inter-microphone distance and the angle of incidence. For head-
worn arrays it is beneficial to include knowledge about head shadow
and diffraction effects [1, 11], especially for lateral target signal
sources. Thus, head models by Duda et al. [5, 6] are applied which
are effective parametric models that are based on the characteris-
tics of a sphere. In HM1, the interaural time difference (ITD) cues
are modeled by Woodworth and Schlosberg’s frequency indepen-
dent ray-tracing formula. The gross magnitude characteristics of the
HRTF spectrum, namely the interaural level difference (ILD) cues,
are covered by a first order IIR head shadow filter which also ac-
counts for an additional frequency dependent delay at low frequen-
cies [5]. In HM2, near-field effects and interference effects that in-
troduce ripples in the frequency response which are quite prominent
on the shadowed side are incorporated as described in [6]. For both
head models (HM1, HM2) the frequency dependent group delay
τ [m,Θ] and magnitude have to be calculated for each microphone
and angle of incidence due to [5, 6]. For HRTF, the propagation vec-
tor d[m, Θ] equals the measured anechoic 6-channel HRTF for the
angle of incidenceΘ. ΓNN [m] can be estimated for a cylindrical
isotropic diffuse noise field by integrating the propagation vectors
over all directionsΘ. For FF, this solution can be calculated via the
Bessel function of the first kind of order zero. For the white noise
gain constraints and further details see [4].

The binaural output is calculated by a real-valued time-varying
post-filter based on [2] that is controlled by the monaural beam-
former outputYb:

HBin[m] =

(
|dl[m, Θ]|2 + |dr[m, Θ]|2

)
ΦYbYb

[m]

ΦXlXl
[m] + ΦXrXr [m]

(4)

Yl[m] = HBin[m]Xl[m] (5)

Yr[m] = HBin[m]Xr[m] (6)

Here Xl[m], Xr[m] (see Fig. 1) denote the reference input sig-
nals anddl[m], dr[m] the propagation coefficients for the estimated

signal directionΘopt, at the left and right reference microphone,
respectively. ΦYbYb

[m], ΦXlXl
[m] andΦXrXr [m] are the power

spectral density estimates for the signalsYb[m], Xl[m], Xr[m], re-
spectively. As depicted in Fig. 1 we chose channel 3 and 4 as ref-
erence channels for the left and right site. For a detailed analysis of
the binaural output see [1].

3. DIRECTION OF ARRIVAL ESTIMATION

Direction of arrival estimation is done by estimating the signal de-
lay between microphone pairxl[k], xr[k] via the PHAT-GCC (Phase
Transform Generalized Cross Correlation) [3] which has been proven
to give reliable estimates for various environments:

τd = arg max
k

Rxlxr [k] (7)

with the (PHAT) generalized cross correlation [3]

Rxlxr [k] =
1

LDFT

LDFT−1
∑

m=0

Φxlxr [m]

|Φxlxr [m]|
ej

2π
M

mk, k = 0..LDFT −1

(8)
Typical signal delays that occur between the left and right micro-
phones are about8.3µs/1◦deg in the range of±30◦ deg. For a sam-
pling rate of 16 kHz these are7.5◦ deg per sample. Thus, an appro-
priate oversampling of the generalized cross-correlationRxlxr [k] is
suggested.

The time-delay of arrival due to diffraction is longer for lateral
signals then expected in the free-field case. Therefore the time-delay
corresponds to other angles of incidence for the head modelsthan
for the free-field. Fig. 3 depicts deviations that occur due to a wrong
delay-to-azimuth mapping. Fig. 3(a) shows the time delay ofarrival
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Fig. 3. Azimuth error for different time delaysτd and propagation
models.

between the microphonesxl[k] andxr[k] against the azimuth angle
for different propagation models. Between±30◦ the dependency
is almost linear and only little deviations between the propagation
models exist. For more lateral angles the differences increase due
to the increased traveling time of the sound signals around the hu-
man head. In Fig. 3(b) the deviation of the estimated angle for the
propagation model and true angle as determined from the measured
HRTF is depicted. Note that for the free-field model (FF) delays be-
yond±0.5 ms are assigned to±90◦. Therefore, the azimuth error
decreases for values beyond these maximum delays. The gray and
black bars show the corresponding values in (a) and (b). It can be
seen that the head models give a better approximation of the true
time delay than FF assumptions. Although the group delays for the



head models are frequency dependent [5], these effects are omitted
here as they only apply for low frequencies (< 200 Hz). A maxi-
mum tracking speed of the DOA estimator is limited to125◦/s as
described in [11] to avoid sudden peaks in the DOA estimate that
lead to severe disturbances of the subsequent beamformer. Asimple
speech activity detector based on the magnitude ofRxlxr [k] is ap-
plied by updating the DOA estimate only ifRxlxr [k] is greater than a
thresholdξ. During speech pauses a tracking algorithm based on the
last estimates continues the update of the azimuth estimate. How-
ever for the application in a hearing aid it might be useful toapply
more sophisticated tracking algorithms that increase the robustness
of the estimate while at the same time allowing for a quick change
of direction due to a moving speaker. Here, our main focus lies on
understanding the principle problems due to imperfect propagation
models.

4. QUALITY ASSESSMENT

It has been shown in Fig. 3 that the assumption of an imperfect
propagation model leads to systematic errors in the estimation of
the signal-source direction. As we are interested in the influence of
these estimation errors on the performance and signal quality for re-
alistic scenarios we propose three performance measures.
SNRE:The SNR-Enhancement (SNRE) is the difference of the SNR
at the output of the beamformer and a reference input-SNR, both
measured in dB. For binaural systems the SNRE is calculated be-
tween the left (right) output of the binaural post-filter andthe left
(right) input at the reference microphone, respectively; by simply
taking the mean SNRE a better-ear effect would be ignored.
PSM / ∆PSM: The quality measure PSM from PEMO-Q [7] es-
timates the perceptual similarity between the processed signal and
the clean speech source signal. It has shown high correlations be-
tween objective and subjective data and has been used for quality
assessment of noise reduction schemes in [1, 8, 9]. PSM increases
with increasing (input) SNR. As we are interested in the quality en-
hancement introduced by the algorithm, we use the deduced measure
∆PSM that is calculated as the difference between the Perceptual
Similarity Measure (PSM) of the output and of the unprocessed in-
put signal.
Binaural SRT / ∆SRT: The speech reception threshold (SRT) is
defined as the signal-to-noise ratio (SNR) at 50% speech intelligi-
bility. In [10] a binaural model of speech intelligibility based on the
equalization-cancelation (EC) processing by Durlach had been de-
fined which is able to predict the SRT with high accuracy. If the
estimated SRT for the output of a noise reduction scheme is lower
than for the input signal this means that the speech intelligibility has
increased due to the algorithm. However, as the speech intelligibility
is a nonlinear function of the SNR and other signal features such as
the preservation of binaural cues, we use the difference between out-
put and input SRT, namely the∆SRT, as an indirect measure for the
increase of intelligibility. The binaural SRT measure as described
in [10, 1] assumes a spatially stationary source configuration. To be
applicable to moving sources it had to be extended to a block-wise
measure with subsequent averaging across blocks.

5. SIMULATION RESULTS

5.1. DOA Estimation Error

Fig. 4 shows the mean azimuth estimation error of the DOA algo-
rithm ēΘ = 1

|A|

∑

A

Θ − Θ̂ over the input SNR for the four propa-

gation models. Here,Θ andΘ̂ are the true and the estimated direc-

tion of arrival, respectively.A is the set of frames where speech is
present and|A| its cardinality. In artificial diffuse noise, Fig. 4(a),
the mean azimuth error for the head models is below15◦ degree at
an SNR of−2 dB and falls below10◦ for an SNR> 2 − 4 dB de-
pending on the exactness of the model. The measured (in practice
generally unknown) HRTF shows the best performance followed by
HM2 which seems to be a feasible approximation. Assuming free-
field, ēΘ is persistently3 − 7 ◦ greater than for the head models.

The performance for this algorithm in a recorded real-worldof-
fice environment with ambient noise, Fig.4(b), is worse at−2 dB
SNR than for artificial diffuse noise, but̄eΘ also falls below 10◦ for
an input SNR> 5 dB for the head models. Compared to the results
gained in [11] where a DOA estimator based on the dual delay line
approach was evaluated, it can be can be stated that the GCC-PHAT
algorithm performs much better, particularly in noisy conditions.
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Fig. 4. Mean DOA error in different noise conditions.

5.2. Objective Perceptual Quality of the whole system

Fig. 5 shows the performance measures described in Section 4over
the SNR of the input signal (SNRin). If not indicated otherwise,
results are shown for the diffuse noise. The Signal to Noise Ratio
Enhancement (SNRE) in Fig. 5(a) slightly decreases with increasing
SNRin which is a fact common to all noise reduction systems as for
infinite SNRin the SNRE converges to zero. The ideal system (solid
black line) hasa priori information about the direction of arrival
and uses the measured HRTF as a propagation model. Therefore, it
should set the upper performance limit. Also, it would be expected
that the systems with the most exact propagation model (HRTFand
HM2, before HM1 and FF) have the highest SNRE. However, this
is not seen in the right channel where FF (solid green) crosses HM2
(dashed blue). This is an artifact of the broadband SNRE measure
that is suboptimal for quality assessment, as it does not incorporate
signal distortions. For PSM in Fig. 5(b) the ranking behavesas ex-
pected: The ideal system sets the upper limit and the system with
the fixed look direction to0◦ shows the worst performance. The
absolute PSM (not shown here) for the ideal system lies between
0.6 and 0.9 (where values close to 1 mean that the signal is perceptu-
ally undistinguishable from the clean speech [7]). A negative∆PSM
shows a signal degradation compared to the unprocessed signal, e.g.,
FF and 0◦ fixed at SNR>12 dB. For the head models∆PSM is con-
sistently higher than for the fixed system, whereas for FF thequality
enhancement is marginal. Fig. 5(c) shows the decrease of theSpeech
Reception Threshold (SRT) due to the noise reduction that also in-
corporates the speech intelligibility benefit due to the preservation of
binaural cues. Again, the ranking is consistent with the exactness of
the propagation model. For input SNR values where the DOA esti-
mation has low errors, HM2 and HRTF have less than0.5 dB higher
SRT than the ideal system. For FF,∆SRT lies1.5 dB higher than
for the ideal system. All self-steered systems with head models have
a lower SRT than the system fixed to0◦ degree look-direction for all
SNRin whereas for FF this is the case at an SNRin > 3dB. In those



cases steered systems are superior to fixed systems for the given in-
put signals. Fig. 5(d) and 5(e) show the performance for real-world
recordings in the office room mixed with (d) office ambient noise and
(e) babble noise from a cafeteria. A∆SRT close to the ideal system
indicates a good performance which is given for the head models at
a SNRin > 4 dB for the ambient noise (d) and a SNRin > 9 dB for
babble noise (e). For FF,∆SRT is significantly higher in (d) and it is
close to the fixed system in (e). In summary it can be stated that for
the difficult cafeteria noise condition where sudden correlated noise
sources may occur, DOA estimation performance for a fast moving
target signal source at low SNR is poor. However, for input SNRin

>9 dB automatic-steered systems are favorable, given an appropriate
propagation model.

6. CONCLUSION

We presented a self-steering multi-channel noise reduction system
with binaural output applicable to hearing aids. Estimation errors
have been analyzed under the assumption of different wave propa-
gation models. For a fast moving speech source under different sim-
ulated and real-world noise conditions, algorithm performance was
evaluated using technically based measures and objective perceptual
quality measures based on auditory models. The results showthat
for signal-to-noise ratios (SNRs) greater -2 dB self-steering systems
are superior to fixed systems if a certain complexity of the propa-
gation model is met. The DOA-beamformer system performs best
in diffuse or ambient noise conditions. However, in difficult noise
conditions such as cafeteria noise, the performance is lower than for
a simulated system with a priori knowledge about the direction of
arrival.
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Fig. 5. Objective quality assessment of DOA plus beamformer sys-
tem with different wave propagation models
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