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Since the visiting period was six weeks, which was relative short, this
period was mainly dedicated to learn different techniques and make a plan
for the future research works after my return to IDIAP. Thus, experiments
were only conducted within small scales in order to test the applicability
of the developed ideas. And these techniques are of potential interest to
DIRAC applications and closely related to the new DIRAC “white paper”.
I will briefly summarize what have been done in the following part of this
report.

1. At the beginning of this visit, we submitted a joint conference paper [1]
on the topic of object category detection using audio-visual cues. We
plan to extend this multimodal system using hierarchical representation
[2]. Under the same framework, I conducted a few experiments on
detecting new object category in leaf level using only visual inputs. The
preliminary results turned out to be not very good. The false negative
rate is high. We identified that possible problems might come from the
optimization process which is not designed for detecting novel objects.
By extracting more information such as separate patches and scale
from the constellation models [3] would help reduce false alarm rate.
In general, this problem was difficult and the system framework would
require careful design for the task while keeping the same performance
on known object categories. It would be a promising direction for future
work.

2. Unexpected combinations in certain known context could be considered
as an interesting type of rare events. Using the context information for
doing classification is a much research topic in vision groups at MIT
(e.g. [4] & [5] and reference therein). The context information could
be used to predict the likely location of an object, and improve the
accuracy of object detection. For detecting unexpected out-of-context
events, it is important to model the context information first. I learned
these related works and their limitations from people in the lab.



3.

One of main technical difficulties in doing novelty and outlier detection,
perhaps other machine learning problems as well, is that data is usu-
ally represented by feature in high dimension and these observations are
usually noisy. Thus, a powerful while task-specific feature prune/selec-
tion techniques would significantly improve the system’s performance.
Learning a distance function [6] from data with side constrain infor-
mations would be a good solutions for the task at hand. During this
period, I studied different distances functions|7] develop by Prof. Wein-
shall’s students.
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