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Support Vector Machines (SVMs) are a machine learning method widely em-
ployed in, e.g., visual recognition, medical diagnosis androbotic control. One of
their most interesting characteristics is that the solution achieved is sparse: a few
samples (support vectors) usually account for all the complexity of the classifi-
cation task. On the other hand the support vectors and the memory requirements
are known to grow proportionally with the number of trainingsamples and the
difficulty of the problem, without a bound [5]. Clearly this isnot acceptable in the
framework of continuously learning, because sooner or later the solution would
be too big, hence too slow to be used.

To partially solve this problem approximate online training algorithms have
been proposed: for each sample they update the solution and forget the sample,
not storing the entire training set in memory. But also with these methods there is
no guarantee that the number of support vectors, that is the size of the machine,
will have an upper bound. In fact typically this is constrained to a prespecified
finite size, simply implementing a remove step when this sizeis exceeded.

The proposed method decouples the concept of “basis” vectors, used to build
the classification function, from the samples used to find outthe coefficients of
the solution itself and in this way to constrain the number ofbasis vectors without
losing much accuracy. Each time a new sample is acquired, a check is done to
verify if it is linear independent to the other samples [1]. If not, it is not used as
basis vector, but only to evaluate the classification errors. In this way the sepa-
rating hyperplane is expressed with a small number of (independent) vectors, but
at the same time, all the accuracy of the original formulation is retained. Given
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the ability of SVM to work in a feature space implicitly defined through a kernel
function, we have also used a method to check the linear independence through
kernel evaluations. Moreover with this method the number ofsupport vectors will
always be bounded, regardless of the difficulty of the problem. After each sam-
ple the solution is incrementally updated using the method of Keerthi et al. [2],
adapted to work in the online setting.

Extensive experimental evaluations have been done in the framework of place
recognition on the IDOL2 database [3], with different imagefeatures and kernels,
demonstrating the efficacy of the method. The number of support vectors in the
experiments was up to 3.5 times less with respect to the standard formulation,
retaining essentially the same accuracy.

A different interpretation of the selection for the basis vectors can also be
stated: each time a new vector is added to the basis, it can be considered to bring
new information, that was not present in the past samples. Inthis sense the inde-
pendence check can be seen as a sort of “novelty detector”.

The result of this work as been accepted in BMVC07 as oral presentation [4].
As future work we plan to extend this work, removing also the need to store

all the past samples for the evaluation of the errors.
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